Impact of onsite solar generation on system load demand forecast
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ABSTRACT

Net energy metering tariffs have encouraged the growth of solar PV in the distribution grid. The additional variability associated with weather-dependent renewable energy creates new challenges for power system operators that must maintain and operate ancillary services to balance the grid. To deal with these issues power operators mostly rely on demand load forecasts. Electric load forecast has been used in power industry for a long time and there are several well established load forecasting models. But the performance of these models for future scenario of high renewable energy penetration is unclear. In this work, the impact of onsite solar power generation on the demand load forecast is analyzed for a community that meets between 10% and 15% of its annual power demand and 3–54% of its daily power demand from a solar power plant. Short-Term Load Forecasts (STLF) using persistence, machine learning and regression-based forecasting models are presented for two cases: (1) high solar penetration and (2) no penetration. Results show that for 1-h and 15-min forecasts the accuracy of the models drops by 9% and 3% with high solar penetration. Statistical analysis of the forecast errors demonstrate that the error distribution is best characterized as a t-distribution for the high penetration scenario. Analysis of the error distribution as a function of daily solar penetration for different levels of variability revealed that the solar power variability drives the forecast error magnitude whereas increasing penetration level has a much smaller contribution. This work concludes that the demand forecast error distribution for a community with an onsite solar generation can be directly characterized based on the local solar irradiance variability.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

California generated approximately 20% of its in-state power using renewable energy resources in 2011 [1]. This percentage must increase substantially by 2020 if the state is to meet the guidelines mandated by its Renewable Portfolio Standard (RPS), which stipulates that a minimum of 33% of in-state electricity must originate from renewable resources like solar, wind, tidal and small hydroelectric power plants. To achieve this aggressive goal of RPS, California’s AB 920 assembly bill allows customer-generators to receive a financial credit for the power fed back into the grid by their renewable generation system. Due to the inherent variability of renewable resources, most notably solar and wind, the increase in renewable energy penetration results in additional variability and uncertainty in the power put into the electric grid [2,3]. This situation can also result in additional variability and uncertainty in customer demand if the onsite power generation is not enough to meet the customer’s demand. Given that the concept of onsite renewable energy generation is relatively new, its impact on customer demand and load forecast is unclear. This impact needs to be well understood to ensure a reliable grid operation as the planning of resource allocation depends greatly on demand load forecast. Accurate load forecasts are important given that, according to Western Electricity Coordinating Council (WECC) [4], the power systems must maintain an operating reserve to balance against the forecasting error and other unexpected power source failures in the electric grid. To fill this gap, we present a comprehensive case study of UC Merced campus with 1 MW of onsite solar generation plant.

Through a Power Purchase Agreement UC Merced campus contracted a single-axis tracking solar farm that annually produces 3–54% of the daily daytime campus power demand, making the campus a good proxy to study the impact of onsite solar generation. The centralized HVAC (Heating, Ventilation and Air Conditioning) system for the campus includes a Thermal Energy Storage (TES) water tank that operates at night when electricity prices and ambient temperature are lowest. For these reasons the load profile of UC Merced has a lower power demand during the day and higher power demand during the night which, generally speaking, is inverted with respect to the usual load profile for similar facilities
With current efforts to integrate more solar energy into the power grid, such as the net energy metering, we expect that such load profiles will become more common in the future. The additional variability in the demand load together with diurnal and annual solar cycles results in bigger challenges in load forecasting, balancing the power grid and managing ancillary systems [2,6,7]. Accurate forecasts of both demand and supply profiles are being pursued to mitigate these issues and guarantee adequate supply of electricity and reliable grid operation.

The earliest efforts to forecast electrical demand go back to the 1960s [8]. Several reviews on load forecasting methods have been published [9–18] and there is continuous research to develop better methods [19–31]. Because load profiles are expected to change with onsite renewable energy generation especially with intermittent solar generation [6]. It is very important to analyze the forecast model performance for such scenarios. Therefore, two cases were studied for 15-min and 1-h forecasting horizon: onsite generation and no onsite generation. Onsite generation case represents the campus power demand from the grid if there was no solar power plant, which represents the no onsite generation case (L\textsubscript{ng}), comprises of the energy from the solar farm and energy from electric grid if there was no solar generation on campus. As seen in Fig. 1 the former is greatly affected by the variability of the solar resource. Several well established Short-Term Load Forecast (STLF) methods were applied to predict these two time-series: persistence models, regression based models and machine learning models. To make it simple and rely less on inputs, methods with non-exogenous inputs were applied in line with some of our previous work [32]. Like previous works that have studied the error distribution for wind forecasts [33–36], we characterized the error distribution of our predictions in order to understand the impact of additional variability in forecast accuracy.

The data used for this study is presented in Section 2. The models are described in Section 3. Results and discussion are presented in Section 4, where the accuracy of the forecasting models is evaluated and compared using standard statistical error metrics. The forecast error distribution is presented and characterized for the two scenarios, and the impact of onsite solar generation on forecast error is analyzed for different solar power variability levels. The main conclusions of this study are presented in Section 5.

2. Data

In this work we used two datasets: UC Merced demand load from the grid (campus demand after consuming all the solar power produced on campus) which represents the onsite generation case (L\textsubscript{g}) and total UC Merced power demand (demand that the campus would extract from the grid if there was no solar power plant), which represents the no onsite generation case (L\textsubscript{ng}). L\textsubscript{ng} was obtained by adding the power consumed from the grid and the solar farm power output, that is L\textsubscript{ng}(t) = L\textsubscript{g}(t) + L\textsubscript{PV}(t) where L\textsubscript{PV} represents the solar power generation on the campus. For all cases the data points consisted of 15 min backward averages.

2.1. Preprocessing data

The time-series was decomposed by removing the daily trend calculated over the whole year. A 6th order polynomial (P) was fit to both cases as shown in Fig. 2. The detrended demand loads can be represented as no onsite generation L\textsubscript{ng}(t) = L\textsubscript{g}(t) - P\textsubscript{ng}(t) and onsite generation L\textsubscript{g}(t) = L\textsubscript{g}(t) - P\textsubscript{g}(t).

Fig. 1. UC Merced load profile for 06-Oct-2010 through 09-Oct-2010. The UC Merced campus has a unique load shape because the majority of the HVAC load (L\textsubscript{CP}) has been shifted to the night time using Thermal Energy Storage (TES). The total energy consumed by the campus (L\textsubscript{avg}), comprise of the energy from the solar farm and energy from electric grid, is comparatively smoother than the demand load (L\textsubscript{g}) that is affected by onsite solar generation.
2.2. Training and validation datasets

Throughout this study we assumed the following:

1. At UC Merced, the solar power produced is consumed at the time of production (there is no storage). Therefore, given that the focus of this study is to analyze the impact of onsite solar generation, only daytime hours were considered.

2. The TES load at UC Merced is a deterministic load, that is, it is always known beforehand. Therefore, the load demand due to TES is removed from the datasets. Since the TES is operated at night this assumption is included in the previous one.

3. Like any office or school building UC Merced has different load profiles for weekdays, weekends and holidays. Because we wanted to isolate the impact of onsite generation from the other factors (such as school occupancy) we only considered work days for the year 2010 in our dataset.

After taking into account the above assumptions the resulting time-series was further separated into two disjoint datasets:

1. Training or model evaluation set: it consists of data from January 2010 to December 2010 minus a week from each month.
2. Validation set: data used to test the models performance and robustness for different times of the year. This dataset consists of a week from each month (the data not included in the training set).

3. Forecasting models

Forecasting models for time-series often use the series’ past values as inputs. Because of that, it is useful to introduce the forward shift operator \( q^N \) and backward shift operator \( q^{-N} \) [37]

\[
q^NL(t) = L(t + N) \quad (1)
\]

where \( L(t) \) represents the load demand time-series for both cases, and \( N \) is the number of 15-min time steps (because the time-series consists of 15-min time averages).

3.1. Persistence (\( P \)) Model

The persistence model is one of the simplest forecasting model. It is based on the assumption that the current state of the system persists between the present time and the time of the forecast. Mathematically, the forecasted load (\( \hat{L} \)) can be represented as

\[
\hat{L}(t) = q^{-N}L(t) \quad (2)
\]

where \( N \) is 1 for the 15-min and 4 for the 1-h forecast horizons, respectively.

3.2. Smart Persistence (\( SP \)) Model

The performance of the persistence model can be improved by using information about the time-series trend. Such a model is termed Smart Persistence (\( SP \)) model. The additional information can be added in two ways:

1. SP1: this model assumes that the difference, with respect to the trend, persists to the future. In mathematical terms it can be represented as

\[
\hat{L}(t) = q^{-N}L(t) - q^{-N}P(t) + q^NP(t). \quad (3)
\]

2. SP2: a second variation of the persistence model assumes that the ratio between the time-series and its trend remains unchanged in the future. This persistence model can be represented as

\[
\hat{L}(t) = \frac{q^{-N}L(t)}{q^{-N}P(t)}q^NP(t). \quad (4)
\]

3.3. Autoregressive (\( AR \)) Model

Another model tested in this work is the autoregressive model. This model is a generalization of the persistence model in the sense that it may involve any lagged past values of the time-series. Mathematically, it can be presented as [37]

\[
L(t) + a_1L(t - 1) + \cdots + a_nL(t - n_a) = e(t). \quad (5)
\]

Introducing the polynomial \( A(q) \) which contains lagged values given by

\[
A(q) = 1 + a_1q^{-1} + \cdots + a_nq^{-n_a}, \quad (6)
\]

the AR-model becomes

\[
A(q)L(t) = e(t) \quad (7)
\]

where \( e(t) \) is the disturbance in the time-series which cannot be characterized by the lagged past values of the time-series.

3.4. Autoregressive Moving Average (ARMA) Model

In ARMA models, information about the lagged past values of the disturbance term, \( e(t) \) is added to the model. The mathematical expression for ARMA models is

\[
L(t) + a_1L(t - 1) + \cdots + a_nL(t - n_a) = e(t) + c_1e(t - 1) + \cdots + c_ne(t - n_c), \quad (8)
\]

which, with the introduction of the operators \( A(q) \) and \( C(q) \)

\[
A(q) = 1 + a_1q^{-1} + \cdots + a_nq^{-n_a}, \quad (9)
\]

\[
C(q) = 1 + c_1q^{-1} + \cdots + c_nq^{-n_c}, \quad (10)
\]

can be rewritten as
\[ A(q)L(t) = C(q)e(t). \] (11)

### 3.5. k Nearest Neighbors (kNN) Model

The kNN algorithm is one of the simplest methods among the machine learning algorithms. It is a pattern recognition method for classifying patterns or features [38]. The classification is based on the similarity of a pattern of current values with respect to training samples in the feature’s space. For the purpose of forecasting time-series, the kNN model looks into the series’ history and identifies the timestamps that resemble the current conditions most closely. Once the best matches are found the forecast is determined using values from the time-series subsequent to the matches.

In this work the patterns, or features, consisted of the past hour values. The features for time \( t \) are assembled in the vector \( \vec{p}(t) \) with components \( p_j \). The features for historical data are assembled in a matrix \( A \), whose rows correspond to the vector of features for each time in the historical dataset. Once the matrix \( A \) is assembled, we compared the vector of features \( p_j \) against all the rows in \( A \)

\[
  e_i = \sqrt{\sum_j (A_{ij} - p_j)^2}. \tag{12}
\]

The list of errors was sorted in ascending order and the indices corresponding to the first \( N \) elements (where \( N = 10 \) in this case) of the sorted list were taken as the best matches. With the sets of best matches determined, the forecast for time \( t \) is calculated as

\[
  \hat{L}(t) = \frac{\sum_{i=1}^{N} w_{i} L_{train,i}}{\sum_{i=1}^{N} w_{i}}, \tag{13}
\]

which involves only data in the training set. Different forecasted values can be obtained depending on the weights \( w_{i} \). In this work we used two distributions for \( w_{i} \).

#### 3.5.1. kNN1

In the first one, every term \( L_{train,i} \) is weighted equally that is \( \vec{w} = \{1, 1, \ldots, 1\} \).

#### 3.5.2. kNN2

For the second kNN forecast the weights vary linearly, with the highest weight attributed to the term associated with smallest error (first term of \( L_{train,i} \)) and the lowest weight attributed to term with the largest error (the last term), that is, \( \vec{w} = \{10, 9, \ldots , 2, 1\} \).

### 3.6. Error metrics

The different models presented above were compared quantitatively with standard statistical analysis of the forecast error, which is calculated as the difference between the forecasted value and the measured value. In this work we used: Mean Absolute Error (MAE), Mean Bias Error (MBE), Root Mean Square Error (RMSE) and Coefficient of determination \( (R^2) \). The MBE is a measure of systematic errors (or bias), the RMSE is a measure of random errors and the MAE is the magnitude of the forecasting error. The coefficient of determination \( R^2 \) measures the level of dispersion about the 1:1 line in a scatter plot of measured vs. forecasted values. A coefficient of determination of 1 means a perfect forecast. In addition to these error metrics, a new metric known as forecast skill \( (s) [39] \) is used to compare the accuracy of the forecasting models with respect to the persistence model

\[
  S_{model} \approx 1 - \frac{\text{RMSE}_{model}}{\text{RMSE}_{Persistence}}. \tag{14}
\]

### 4. Results and discussion

The forecasting models explained above were implemented in Matlab. The persistence models and the kNN models are fully specified with the information supplied above. On the other hand, the actual form of the AR and ARMA models (the values of the coefficients in the polynomials \( A(q) \) and \( C(q) \)) was computed using the System Identification toolbox in Matlab. For this process, following the parsimony principle, only 4 parameters were used in these models. For AR, the coefficients of the polynomial \( A(q) \) are listed in Table 1 and for ARMA, the coefficients for \( A(q) \) and \( C(q) \) are listed in Table 2.

These results were obtained with the detrended training data set. However, for the error analysis that follows next, the trend was added to the results and the error was calculated using actual and forecasted demand loads.

#### 4.1. 1-h forecasts

The results for various statistical error metrics for this forecasting horizon are tabulated in Table 3. From the results listed for no onsite generation we can conclude that the best models are the Smart Persistence models and the regression models (AR and ARMA) which perform similarly in terms of \( R^2 \). On the other hand, the kNN2 model performs the worst with a negative forecast skill. From this table we conclude that in terms of MAE and RMSE, SP1 and SP2 models perform the best. These observations show that for no onsite generation case (smoother load curves), simple models based on persistence can perform very well with the highest forecast skill of 0.24.

In the case of onsite solar power generation case, for the 1-h demand forecast, the regression based models AR and ARMA both capture the relationship in the time-series better than the other models in terms of \( R^2 \) (see Table 3). In terms of forecast skill the AR model performs the best with \( s = 0.1 \). However, in terms of MAE and RMSE, the error is smallest in case of the SP2. As in the previous case, the kNN models perform the worst with negative forecast skill, \( s = -0.003 \). The reason for such poor performance could be related to the absence of similar patterns in the training set.

#### 4.2. 15-min forecasts

The results for various statistical error metrics for this forecast horizon are tabulated in Table 4. For this horizon and no onsite generation...
generation case, it is harder to beat the persistence model than in the previous case. The highest forecast skill was found to be 0.06 for SP1 and SP2. However, in terms of MAE, the AR model shows the best performance. From these results, it can be inferred that for the 15-min forecast with no onsite generation, there is very low variability and the assumption about persistence holds. For the previous case, AR models perform the best and exhibit form better than all the other models with \( s = 0.04 \). In this case, due to high solar penetration, the basic assumption behind the persistence model does not hold because of variability in solar power output for the 15-min time scale and the persistence model (P) does not perform as well in this case.

For the solar generation case, AR and ARMA models perform better than all the other models with \( s = 0.04 \). This is due to high solar penetration, the basic assumption behind the persistence model does not hold because of variability in solar power output for the 15-min time scale and the persistence model (P) does not perform as well in the previous case.

From the various error metrics for the scenarios discussed above, it can be seen that AR models perform the best and exhibit the highest forecasting skill for all the studied cases. For the no onsite generation case, persistence models also perform well but the performance degrades substantially once the variability of the solar resource becomes a factor. As expected, it can be observed that as the variability increases, the performance of the models degrades. The same is true for the 1-h case with the only difference that the performance decrease is not as pronounced. However, in order to fully characterize the forecast error we need to study its distribution, which we do in the next section.

### 4.3. Error distribution

In order to analyze the forecast error distribution for the two cases, we started by computing the mean forecasting error \( \bar{E}_{avg} \), that is the average of the error for all the models. With this approach the resulting differences in \( \bar{E}_{avg} \) depend solely on the variability of the time-series and the forecast horizon. Given that we have two cases and two forecast horizons, this operation results in four different error time-series. The mean (\( \mu \)), standard deviation (\( \sigma \)), skewness (\( s \)) and kurtosis (\( k \)) for each case are tabulated in Table 5. As expected the \( \sigma \), \( s \) and \( k \) values are much higher for the high solar penetration scenario.
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**Fig. 3.** Error distribution for 15-min load forecasting with solar penetration. The bins for the dataset are defined using Freedman–Diaconis rule. With high solar penetration the error distribution is better characterized by \( t \)-distribution.

### Table 3

Statistical error metrics for the 1-h demand load forecasting with no onsite generation and with onsite solar generation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Without onsite generation</th>
<th>With onsite solar generation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE (kW)</td>
<td>MBE (kW)</td>
</tr>
<tr>
<td>P</td>
<td>20.08</td>
<td>1.93</td>
</tr>
<tr>
<td>SP1</td>
<td>18.86</td>
<td>0.11</td>
</tr>
<tr>
<td>SP2</td>
<td>18.96</td>
<td>0.13</td>
</tr>
<tr>
<td>kNN1</td>
<td>28.84</td>
<td>1.14</td>
</tr>
<tr>
<td>kNN2</td>
<td>28.77</td>
<td>1.14</td>
</tr>
<tr>
<td>AR</td>
<td>18.97</td>
<td>0.19</td>
</tr>
<tr>
<td>ARMA</td>
<td>20.09</td>
<td>0.92</td>
</tr>
</tbody>
</table>

### Table 4

Statistical error metrics for the 15-min demand load forecasting without onsite generation and with onsite solar generation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Without onsite generation</th>
<th>With onsite solar generation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE (kW)</td>
<td>MBE (kW)</td>
</tr>
<tr>
<td>P</td>
<td>38.18</td>
<td>11.21</td>
</tr>
<tr>
<td>SP1</td>
<td>28.45</td>
<td>5.67</td>
</tr>
<tr>
<td>SP2</td>
<td>28.93</td>
<td>6.04</td>
</tr>
<tr>
<td>kNN1</td>
<td>39.40</td>
<td>17.81</td>
</tr>
<tr>
<td>kNN2</td>
<td>39.89</td>
<td>18.31</td>
</tr>
<tr>
<td>AR</td>
<td>31.02</td>
<td>10.36</td>
</tr>
<tr>
<td>ARMA</td>
<td>30.58</td>
<td>9.41</td>
</tr>
</tbody>
</table>

### Table 5

Statistics of average error distribution for no onsite generation and onsite solar generation case for 1-h and 15-min lead times.

<table>
<thead>
<tr>
<th>Moment</th>
<th>( E_{avg}^t )</th>
<th>( E_{avg,g}^t )</th>
<th>( E_{avg,15min}^t )</th>
<th>( E_{avg,g,15min}^t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>7.05</td>
<td>13.27</td>
<td>-2.94</td>
<td>-0.79</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>33.88</td>
<td>137.12</td>
<td>23.04</td>
<td>83.58</td>
</tr>
<tr>
<td>( s )</td>
<td>-0.06</td>
<td>-0.46</td>
<td>-0.25</td>
<td>-0.38</td>
</tr>
<tr>
<td>( k )</td>
<td>4.92</td>
<td>6.01</td>
<td>3.66</td>
<td>9.15</td>
</tr>
</tbody>
</table>
In order to identify the best matching distribution, various distributions were compared with the error distribution as shown in Fig. 3. We used a Q–Q plot (where Q stands for “Quantile”) [33,40] to analyze the distribution fit more accurately. In the Q–Q plots, scattered points originated from two distributions are plotted against each other. If the two distributions are linearly related they will lie on the same straight line.

Fig. 4 shows the Q–Q plots of the error distribution for the 2 datasets and the 2 forecasting horizons. The sample Gaussian quantile for each error distribution is computed using μ and σ of the $E_{avg}$ for each case, and Degrees of Freedom ($v$) for the sample $t$-distribution quantile were computed based on the Maximum Likelihood principle.

These plots allow us to observe that with no onsite generation, the error distribution quantile has a linear relationship with a sample Gaussian quantile for both forecast horizon, which means that the error distribution can be characterized by a normal distribution. However, the same does not hold for onsite solar generation case. As shown in Fig. 3, $t$-distribution captures the tails and the peak of the distribution for high solar penetration much better than the Gaussian and the Logistic distribution. This observation is validated by the Q–Q plots in Fig. 4. These findings are in agreement with the results published for wind error forecasting distribution [33–35,40].

From this analysis we can observe the effect of the solar power on the distribution of the forecasting error. This effect can also be explained by analyzing the Cumulative Distribution Function (CDF) of normalized 15-min step change in load with ($V_{15min}$) and without ($V_{15min}$) onsite solar generation as shown in Fig. 5. It can be observed that the probability for $V_{15min}$ > 100 kW/15 min is 0.03 whereas in case of $V_{15min}$ it is 0.2. These large step changes are more challenging to forecast resulting in heavy tails in error distribution of load demand with solar generation.

### 4.4. Effect of solar penetration on the forecast error

As stated above, the main goal of this work is to explain the impact on the load forecast accuracy when we include highly variable solar resource in the energy budget. This is very important because the solar variability is always mentioned as one of the major challenges in promoting higher levels of solar penetration [2]. For this purpose we defined daily solar penetration ($S_{PV}(d)$) and solar power variability ($V_{PV,N}$) as

\[
S_{PV}(d)(\%) = \frac{\sum_{t \in DT} L_P(t)}{\sum_{t \in DT} L_{PV}(t)} \times 100 \%
\]  

(15)

where $t$ is any time instant and it belongs to $DT$ which is a set of all the daytime hours when solar power is produced for a given day ($d$).

\[
V_{PV,N} = \sqrt{\frac{1}{N} \sum_{t} (\Delta L_{PV}(t) - \Delta L_{PV}(t))^2}
\]  

(16)
where \( N = 4 \) for the 1 h forecast and \( N = 1 \) for the 15-min forecast. \( L_{PV}(t) \) is net solar power produced at time instant \( t \) and \( \Delta L_{PV}(t) \) is the difference between \( L_{PV}(t) \) and \( L_{PV}(t-1) \) and \( \Delta L_{PV}(t) \) is the mean of the difference.

The net error, i.e., the absolute difference between the load forecast error with and without onsite solar generation can be used to assess the effect of solar penetration. Fig. 6 shows the distribution of net error as a function of increasing solar penetration with different levels of solar variability for the 15 min horizon. The solar power variability for 1 h horizon varies between 0.01 kW/h to 399.58 kW/h and for 15 min horizon it varies from 0 kW/15 min to 800 kW/15 min. The smaller range for the 1 h horizon is due to the fact that as the time horizon increases solar variability reduces due the averaging. For the 1-h onsite solar generation case the average error values vary between \(-153.65 \text{ kW} \) and \(200.11 \text{ kW} \) and for 15 min they vary between \(-109.35 \text{ kW} \) and \(91.92 \text{ kW} \). The daily solar penetration varies between 3\% and 54\%. The variability is also different for each day and its daily range depends on the daily penetration. For low (<10\%) and high (>48\%) penetration levels, solar variability is small. This is expected, given that these penetration levels are associated with overcast or clear days where fast ramp rates on the PV power are rare. For medium values of daily penetration, large ramping events lead to high variability. The dashed line in Fig. 6 shows the maximum magnitude of solar
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Fig. 6. Error distribution as a function of penetration with different levels of variability. The dashed line shows the maximum variability that can happen for a given daily penetration. The black markers shows the actual error for 15 min forecast and the surface plot shows the computed surface fit between the error, daily solar penetration and solar power variability for 15 min time steps. It shows that the error is directly related to solar variability. High magnitude error occurs during medium penetration level (20–40\%) which is caused by big ramps events due to clouds.

![Fig. 7](image-url)

Fig. 7. Time-series of load and error profiles for a clear (a), cloudy (b) and overcast (c) day for 1 h forecast case. For sunny and overcast day, solar variability is the lowest and hence, the error is low too for both high and low solar penetration levels. Whereas on a cloudy day, penetration is medium but error is very high due to variability in solar power output.
variability that can occur for the given daily penetration. The polynomial fit for the dashed line was computed using all the solar power output data for the year 2010. In addition Fig. 6 shows that error magnitude increases with increasing solar variability but not with increasing solar penetration.

Finally, Fig. 7 shows the campus load time-series of load and forecast error profiles for clear, cloudy and overcast days. Solar variability is lowest for sunny and overcast days, resulting in low forecast error regardless of solar penetration levels. On the cloudy day, penetration is medium and the forecast error is very high due to the variability in solar power output. This analysis demonstrates again, that it is the solar variability that affects the forecast error magnitude rather than the penetration level. In [41] it was shown that variability in PV is directly proportional to variability in Global Horizontal Irradiance (GHI). Combining the result from [41] with the present observation, it can be said that the error distribution for a given time horizon can be characterized directly from the variability in solar irradiance for a given time horizon for that particular site.

5. Conclusions

We analyzed the performance of STLF models with and without onsite generation. For the 1-h forecast horizon with onsite solar generation, forecasting skill for the best model (ARMA) is reduced by 9% and $R^2$ decreases from 0.95 to 0.79 and for 15-min ahead case the forecast skill is reduced by 3% and $R^2$ decreases from 0.98 to 0.93. As expected, forecast accuracy decreases as forecast horizon and onsite solar generation increase. Similar conclusions have been made for high wind penetration cases [36]. For no onsite generation case, the assumption of persistence holds for the 15-min horizon and the ST models perform as well as AR and ARMA models with $R^2 = 0.98$. Comparing all the models, the ST model performs better in terms of forecast skill. We also showed that the forecast error distribution with onsite solar generation is best characterized by a $t$-distribution, which reflects the heavy tails in the error distribution due to high ramping events in the solar power output.

The impact of solar penetration level on the forecast error was studied for different levels of solar power variability and penetration level. For low variability levels, the error magnitude is mostly uniform and invariant with solar penetration level. As the solar power variability increases the error magnitude increases proportionally as a function of solar penetration, which shows that the solar variability has a more pronounced effect on the error magnitude than the level of penetration. All the results and analyses presented in this work hold for any type of onsite solar generation if it is contributing significantly to the power demand without any storage. Therefore, for long term planning and energy management of sites with expected onsite solar generation both solar penetration level and ground solar irradiance variability of the site should be taken into account.
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