Objective framework for optimal distribution of solar irradiance monitoring networks
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A B S T R A C T

Time-resolved characterization of solar irradiance at the ground level is a critical element in solar energy analysis. Siting of nodes in a network of solar irradiance monitoring stations (MS) is a multi-faceted problem that directly affects the determination of the solar resource and its spatio-temporal variability. The present work proposes an objective framework to optimize the deployment of solar MS over a sub-continental region. There are two main components in the proposed methodology. The first employs cluster analysis using the affinity propagation algorithm, to select the optimal number of clusters (regions with coherent solar microclimates) upon internal coherence criteria. The second component employs stochastic prediction and validation, through the use of a Bayesian maximum entropy method, and selects the optimal MS configuration, according to geostatistical criteria, among the solutions recommended by the cluster analysis. We apply this two-pronged methodology to determine clusters and optimal locations for global horizontal irradiance monitoring across the state of California. In this proof-of-concept study, 3 disparate MS configurations are examined within the cluster partition. The subsequent geostatistical analysis indicates that all configurations rank almost equally well based on different statistical error measures. The optimal configuration can be singled out depending on desired criteria of choice.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Ground-based solar irradiance monitoring stations (MS) are the most reliable source to provide accurate assessment of ground solar radiation. Ground-based monitoring networks have been installed throughout the world for different purposes, such as the Baseline Surface Radiation Network [1], the European Solar Radiation Atlas [2], the California Irrigation Management Information System (CIMIS). Common limitations in such networks are (i) the limited spatial coverage compared to satellite modeled irradiance data in high spatial resolution gridded domains, and (ii) the lack of prior knowledge regarding the MS spatial representativeness that could enable the development of operational plans about MS installation locations. Traditional network design analysis relies mainly on topological design to determine locations for MS.

In recent years, advanced data mining methods (e.g., cluster analysis) have provided insight on the coherence of spatial groups. This feature has helped clustering methods find application in designing monitoring station networks; see, e.g., [3]. At the same time, such methods often require a relatively large number of observations, which typically exceeds the number of monitoring stations within a region. Geophysical clustering methods can be enhanced substantially by remote sensing, which provides extensive attribute coverage in increasingly detailed spatial and temporal resolutions. A shortcoming of satellite data is the relatively low accuracy and spatio-temporal resolution levels. Most radiation models from remote sensing depend strongly on calibration sites and dynamic atmospheric parameters; for example, satellite data of global horizontal irradiance (GHI) and direct normal irradiance (DNI) incur errors of the order of 5–40% depending on location and time granularity [4,5].

Several studies assess the representativeness of measuring points by comparing solar observations measured from both satellites and ground sites [6,7,8]. In related studies, ground-based stations are members of existing sensor networks and they are...
used to define the ground-truth. Zagouras et al. [9,10,11] were the first to use cluster analysis of features extracted from satellite-derived solar data to determine the appropriate number of coherent clusters within different domains of interest. The results of these studies were based on criteria related to the convergence of the clustering methods to cluster partitions, validated with clustering validity metrics. An appropriate number of clusters is determined by assessing the clustering quality among a variety of clustering solutions.

In addition to clustering, geostatistics is also used in network design studies. For example, in the presence of sparse measurements [12], show how geostatistical predictive techniques in conjunction with simulation iterations can assist in determining optimized locations. More commonly, though, geostatistics is utilized to model an attribute in space and/or time from a set of measured values. Specifically, in solar literature solar irradiance is often modeled by using parametric models, e.g. [13], autoregressive techniques for solar irradiance time series, e.g. [14], and geostatistics. Geostatistics has the benefit of considering solar irradiance as a stochastic random field [15], thus providing insight about the solar irradiance field structure, homogeneities/stationarity and internal characteristics. In this process, geostatistics enables integration of relevant information about the solar irradiance field, and ultimately enables prediction on the basis of spatial and/or temporal correlation.

Most often, methodologies used for geostatistical prediction are linear model-based techniques such as the kriging family of predictors. Kriging techniques have been previously used to predict solar irradiance at unsampled locations, both within purely spatial and spatiotemporal contexts (e.g., [16,17,18]). More recently [19], exhibited a more in-depth kriging example in the joint spatio-temporal continuum, and indicated the importance of spatiotemporal prediction for solar irradiance forecasting. Despite their mainstream character, these geostatistical techniques are built on restrictive assumptions and known limitations. For example, linear models are used to describe phenomena that are inherently nonlinear, and Gaussian assumptions are required for the data distributions by the linear interpolators. An additional major weakness of mainstream techniques is the inability to account rigorously for nontrivial uncertainty in the data set. Thus, in the presence of uncertain measurements such as probabilistic distributions or interval data, measurements are either skipped or being used by reducing their informational content to single values.

We propose the Bayesian maximum entropy (BME) method as an advanced alternative to the mainstream geostatistical methodologies. Being free of limitations and weaknesses like the above, BME additionally features very attractive characteristics for solar irradiance studies, such as the ability to rigorously incorporate uncertain data. This methodology has been applied previously broadly and successfully in fields such as environmental sciences, atmospheric monitoring, and environmental health risk and assessment; see, e.g., [20,21,22,23]. BME as a valuable alternative for solar irradiance prediction was first introduced by Kolovos in Ref. [24] in a limited study across the USA. An extensive application of BME in accurately predicting subhourly solar photovoltaic output over state-size areas was presented more recently by Lee et al. in Ref. [25]. On the side of teaming with cluster analysis in the proposed framework, our study extends the previous geostatistical solar literature by applying BME prediction for solar irradiance on a spatially large scale in the state-wide domain of California, and a temporally systematic scale at subhourly 30-minute intervals over a period of days across a calendar year. Moreover, to the best of our knowledge it is the first time geostatistics is implemented as an effective tool in a cross-disciplinary solar irradiance analysis in a double role; that is, both for energy resources assessment at this detailed space-time level, and as a critical component for planning and decision-making in the deployment of state-wide solar projects.

In the following, we begin with a descriptive overview of our proposed framework in Section 2, alongside with information about our case study in the state of California. Then, Section 3 provides a closer view to the collaborating methodologies in our framework prior to stepping through our analysis in detail. In Section 4 we discuss the results of this work, followed by our conclusions.

2. A comprehensive outlook

We approach the topic of selecting the number and installation locations for an MS network by introducing a 2-segment analysis framework. Our proposed framework is the composition of two complementary segments that combine cluster analysis schemes and geostatistics. The first segment is comprised by Optimal Cluster Selection (OCS), which is a clustering process and validation methodology to select an optimal number of clusters (NC) from an initial given set of GHI measurements. NC is the number of MS to be installed, by assigning a MS to each cluster area. Therefore, selecting the NC depends, for example, on the available resources to be invested for the creation of a MS network. Given the level of resources, a client can specify a feasible numeric window of MS. In response, OCS provides the analysis to determine an optimal NC, where optimality is deemed in terms of clustering validity assessment by adhering to statistical coherence features. In all, the OCS analysis improves MS placement by determining a structured station network scheme on the basis of (i) cluster analysis, and (ii) internal coherence criteria rooted in the cluster geometry.

OCS begins by performing cluster analysis of GHI temporal vectors that represent the solar irradiance temporal activity over the nodes of a gridded domain. The clustering algorithm employed in this study is the Adaptive Affinity Propagation (adAP), and yields a potential range of NC controlled by the algorithm’s convergence criteria. From this range of NC we determine the optimal NC using a knee point detection scheme [26] on scientific criteria that pertain to cluster validity assessment [27,28]. Namely, in the following we estimate the change of gradient (knee-point) of an evaluation graph of clustering quality metrics calculated through the measures of compactness and separation among the derived clusters.

Using the above scientific criteria, OCS produces possible MS configurations on the basis of the derived spatial segmentation into the optimal NC. For illustration, our work examines 3 such different location configurations; (A) the exact cluster centers as the obtained from the clustering process, (B) the clusters centers indicated by the median vector among each cluster’s vector set, and (C) a random selection of location within the region of each cluster. Clearly, the concept of determining the alternative cluster locations in B and C is limited by the fixed area of a cluster, as well as the position of the exact center. We investigate additional characteristics of these configurations A, B, and C in the analysis Section 4. OCS makes configuration recommendations by examining the coherence of a cluster in terms of its intra-variance. In that sense, good quality clustering is expected to produce highly coherent cluster regions with low variance among the data members within a cluster. Consequently, we aim to explore the extent to which the derived clustering is able to capture clusters with low intra-variance and, thus, how representative the main cluster center is when compared to other candidate locations within the cluster.

After an optimal NC is determined and candidate MS configurations are suggested, the OCS methodology results are wired to the second analysis segment of our framework. The second segment uses geostatistical spatiotemporal analysis to sift through candidate
MS configurations, and produces the optimal spatial MS distribution on the basis of geostatistical criteria. In particular, we partition the GHI data set into two subsets, namely a modeling and a validation subset. Given the abundance and the regular spatial distribution of the GHI observed data, our study assigns every other neighboring observation to be part of the first (modeling) subset, and places the remaining observations in the second (validation) subset.

In a first step, the modeling data subset is used as input values to predict GHI at the candidate MS locations. In a second step, we switch the role of the MS locations into GHI sampling locations as will be in real-life conditions. To this end, we consider the GHI predictions of the modeling first step (Step 1) as the input measurements for the second step (Step 2) of validation. Then, in Step 2, we use the MS locations input to predict GHI at the locations of the validation subset. We repeat these 2 steps for each one of the candidate MS configurations. In a third step (Step 3), for each MS configuration we compare the accuracy of predicted GHI at the validation locations to the corresponding validation subset values.

The validation results determine the optimal MS installation locations, according to the optimality criterion of prediction minimum error across space and time from the prediction tasks in Step 2. In the following, we also see that our study computes different error measures to facilitate selection according to the importance of a specific statistical measure in a given solar project.

For our study, we use a relatively large-scale solar irradiance dataset from SolarAnywhere [29], which consists of satellite-derived GHI values (in W/m² units) in a regular grid domain. Specifically, the GHI observations are taken from the Enhanced Resolution dataset provided by SolarAnywhere. These observations are spatially distributed across the entire state of California on a grid of approximately 0.01° resolution in both latitude and longitude at each temporal instance. Satellite imagery is periodically available at regular temporal intervals every 30′ on the hour and half-hour for the entire year 2010 (in our study, times are reported in a 24-hour format and refer to local times in the time zone of California). Information about the cloud cover conditions and other parameters of the atmosphere and the earth’s surface are obtained from geostationary satellite images. SolarAnywhere uses the SUNY semi-empirical satellite-to-irradiance model developed in Ref. [4] to generate global and direct irradiance values for locations within the continental US and Hawaii. Validation experiments at several climatically distinct locations have shown that typical errors of the derived global and direct irradiance estimates are close to 5% and 10%, respectively [4,5].

To slightly reduce computational cost in our conceptual, large-scale regional paradigm, we perform our analysis by upscaling the original grid domain at a marginally sparser level. In particular, median filtering was applied to every non-overlapping 5×5 window of the grid to assign a window’s median value to the center node of the window. As a result, each node in our study grid domain represents the median GHI of an approximately 25 km² square region, which is a reasonably dense scale in the context of our statewide application. Our calculations exclude nodes that correspond to water areas, in addition to nighttime timestamps where irradiance is nonexistent. The previous considerations led us render a spatial domain of a total of 16,625 grid nodes across the state of California for every temporal instance. Of the 16,625 observations at each instance, we assigned 8313 to the modeling subset and remaining 8312 values to the validation subset, in the fashion detailed when the modeling and validation subsets were introduced.

In light of the nontrivial uncertainty in our input data set, as detailed in the previous, BME emerges as the most suitable geostatistical methodology for our intended spatiotemporal analysis. The geostatistical analysis relies on studying the characteristics of spatiotemporal homogeneity and correlation among the GHI values. In our study, a prediction task accounts for these characteristics among spatial locations at all temporal instances within 1 day to predict GHI at unsampled space-time locations throughout the day. The continuity and gradual succession of incoming solar energy patterns on a day-to-day basis means that the characteristics that define the behavior of the GHI field of values remain relatively unchanged in the scale of days or even a few weeks. For this reason, we choose to study GHI throughout the year 2010 by selecting representatively the first day of each month to perform a prediction task. In overview, our geostatistical prediction segment comprises of 12 such prediction tasks in 2010 to account satisfactorily for the seasonal change of incoming solar energy patterns. Table 1 displays the number of temporal instances considered by each prediction task in our study.

Overall, the geostatistical analysis segment involves performing a spatiotemporal prediction task at each time instance over all daylight instances in a day. The daily prediction tasks must be performed separately for each one of the modeling Step 1 and the verification Step 2. The complete analysis requires repetition of the steps for each selected day in the 12 months in 2010. Finally, the entire set of the aforementioned prediction tasks is repeated for each one of the proposed MS configurations A, B, and C to obtain the comparison measures for Step 3.

3. Methodologies in our study

3.1. Irradiance data input and clear sky index

In our experiments, an M×N matrix of GHI daytime satellite-derived observations is used to describe the irradiance activity over the territory of CA. As described in Section 2, the number M = 16625 corresponds to the observation pixels of the upscaled gridded study domain and the N = 8234 stands for the consecutive daytime GHI variables every 30′ for the year 2010. Namely, a row of the input matrix represents the temporal evolution of daylight GHI values during the period Jan 1 2010 to Dec 31 2010. Any days containing missing values have been utterly removed.

In solar engineering it is common to normalize the measured irradiance data over clear sky values, that is, the expected irradiance for clear sky conditions [30]. This preprocessing step calculates the so-called clear sky index attribute, which is used to eliminate the effects caused by diurnal and seasonal cycles. In this study, we use the clear sky model (CSM) developed in 2002 by Ineichen and Perez [31] which requires the Linke turbidity as the

<table>
<thead>
<tr>
<th>Date</th>
<th># of instances</th>
<th>Time of 1st instance</th>
</tr>
</thead>
<tbody>
<tr>
<td>January 1</td>
<td>17</td>
<td>8.00</td>
</tr>
<tr>
<td>February 1</td>
<td>18</td>
<td>8.00</td>
</tr>
<tr>
<td>March 1</td>
<td>20</td>
<td>7.30</td>
</tr>
<tr>
<td>April 1</td>
<td>22</td>
<td>7.00</td>
</tr>
<tr>
<td>May 1</td>
<td>25</td>
<td>6.00</td>
</tr>
<tr>
<td>June 1</td>
<td>25</td>
<td>6.00</td>
</tr>
<tr>
<td>July 1</td>
<td>26</td>
<td>6.00</td>
</tr>
<tr>
<td>August 1</td>
<td>24</td>
<td>6.30</td>
</tr>
<tr>
<td>September 1</td>
<td>23</td>
<td>6.30</td>
</tr>
<tr>
<td>October 1</td>
<td>21</td>
<td>7.00</td>
</tr>
<tr>
<td>November 1</td>
<td>19</td>
<td>7.30</td>
</tr>
<tr>
<td>December 1</td>
<td>17</td>
<td>8.00</td>
</tr>
</tbody>
</table>

In Table 1, the number of consecutive daylight 30′-distanced temporal instances for each one of the 12 days in 2010 on which geostatistical prediction tasks are performed. The table also shows the local time (in 24-hour display) of the first instance considered on each day.
only atmospheric input. The clear sky index \( k_t \) for a time \( t \) at a given location is defined as the ratio:

\[
k_t = \frac{I_t}{I_S}
\]

where \( I_t \) is the satellite-derived GHI and \( I_S \) is the calculated clear sky irradiance value. The \( k_t \) values range in \([0,1]\), where 0 implies completely overcast sky and 1 stands for entirely clear sky conditions. For the cluster analysis, the original \( M \times N \) observations matrix is transformed to a \( k_t \)-based content format.

3.2. Cluster analysis component

In this subsection we present the clustering framework for grouping the domain of interest into spatial coherent subdomains. We begin with a description of the clustering algorithm, followed by methodological descriptions of the clustering validation step and the determination of the optimal NC based on criteria related to clustering quality.

3.2.1. Adaptive affinity propagation

Affinity Propagation (AP) [32] is an extensively used clustering algorithm that appears in a number of data engineering applications; recently, AP has been also used in solar data clustering [11]. The distinguishable characteristic of AP against other unsupervised clustering algorithms is the fact that it is not based on random initial selection of \( k \) centers like other centroid-based algorithms. Instead, AP considers simultaneously all the data points as potential cluster centers (or exemplars). The concept of AP is iterative exchange of applicable messages between the exemplars until convergence is achieved towards a final clustering partition. The final exemplars are associated with maximization of the overall sum of similarities between the data points assigned to each cluster and their exemplars; that is known as the maximization of the net similarity.

In particular, every node of the graph composed by all data points of the dataset, starts as a candidate exemplar. A similarity matrix \( S \) is required by AP as an input, which can be seen as a measure of similarity between two nodes of the dataset graph. Increased similarity between two points implies a strong possibility that one data point might be the exemplar to the other.

Two types of messages pass iteratively between the exemplars, namely, the responsibility \( r(i,k) \) and the availability \( a(i,k) \). The former represents the accumulated evidence about suitability of point \( k \) to serve as the exemplar of point \( i \); the latter indicates how appropriate it would be for point \( i \) to assign point \( k \) as its exemplar. The AP converges after a fixed number of iterations or when the message values fall below a threshold. As a result, each point is assigned to a cluster with point \( k \) as its exemplar, according to maximization of the following criterion:

\[
k^* = \arg \max_k a(i, k) + r(i, k).
\]

Although AP does not require a user-specified NC, the final clustering solution is influenced by a shared input parameter called the preference. Preference is defined as the self-similarity \( s(k,k) \) of a point \( k \), and corresponds to the appropriateness of point \( k \) to be chosen as an exemplar. The most common approach suggested by Ref. [32] is to set a common value of preference for all the points \( k \), such as the median or the minimum of the similarity matrix \( S \). However, the selection of the common preference value affects the final NC depending on how appropriate the preference is. Another parameter that could lead to a different clustering solution is the damping factor of AP. The damping factor is a parameter associated with regulation of AP convergence problems due to algorithmic oscillations when a stable solution cannot be reached. In this case a manually specified damping factor is used to update the responsibility and availability rules to alleviate the problem and improve the AP convergence performance.

Wang et al. [33] proposed an alternative version of AP, called Adaptive Affinity Propagation (adAP), which addresses the above limitations. The adAP performs (i) an adaptive search within the range of preferences (i.e., those that lead to the minimum and the maximum NC) in order to determine the optimal range on NC, and (ii) an adaptive process to automatically adjust the damping factor, as well as eliminate oscillations in case the damping method fails. The obtained range of number of clusters \([NC_{\min}, NC_{\max}]\) is much more restricted than the potentially available range of NC that theoretically varies between 1 and \( M \) clusters. Hence, the limited range can be seen as the spectrum of possible and stable solutions of an adaptive process focused on a specific dataset of attributes.

3.2.2. Clustering feature

As mentioned in the previous subsection, the similarity matrix \( S \) plays an important role in the way of measuring the similarity between objects. Euclidean distance and Pearson correlation are the two most common measures, which are based on different conceptual approaches. The Euclidean distance between two nodes in AP can be defined by their real-value negative square Euclidean distance, and it is used to contrast the actual difference in values of attributes. On the contrary, the Pearson correlation coefficient is more appropriate to measure the similarity of the profile patterns of the objects, and is given by:

\[
R_{ij} = \frac{\text{cov}(k_t(i), k_t(j))}{\sqrt{\text{var}(k_t(i))\text{var}(k_t(j))}},
\]

where \( i,j = \{1,...,M\} \) and \( k_t(.) \) are rows of the \( M \times N \) normalized GHI matrix.

Indeed, we consider using the Pearson correlation as more appropriate for capturing the correlation of the temporal expression profiles of solar irradiance activity, in terms of capturing the prevailing variability of GHI. In other words, solar engineering is interested in grouping spatial regions according to similar variability within a cluster; thus, this is revealed by the shape correlation of the solar patterns per observation pixel, in the manner of clustering large-scale gene expression data [34,35].

3.2.3. Cluster validity framework

From a solar engineering viewpoint, the derived range of number of clusters \([NC_{\min}, NC_{\max}]\) can be considered as an affordable and feasible range on NC for an operational provider company to invest in a given service area. In the context of a typical unsupervised cluster analysis, it is a valuable finding to define a recommended NC within the available range of clustering solutions. To this end, a number of internal cluster validity indices (VI) have been proposed to estimate the quality of each cluster partition, in terms of compactness and separation of the obtained clusters [28]. The most well-cited VI have been extensively used in solar irradiance data clustering [9,10,11]. Research in these studies shows that the Calinski–Harabasz (CH) [36] VI performs smoothly and provides a monotonically decreasing evaluation graph as the NC increases. Based on this finding, it can be argued that using CH to determine the recommended NC for an application is preferable to the Silhouette [37] VI adopted in Ref. [33]. The CH Index is a normalized ratio-type expression of "between cluster scatter" to the "within cluster scatter", which estimate inter-cluster separation and intra-cluster cohesion, respectively. According to this approach, larger CH values are associated with increased clustering quality.
By calculating the CH values for each clustering case in the range $[N_{C_{min}}, N_{C_{max}}]$, we obtain the evolution of the validation metric with respect to the number of clusters. A knee-point detection method can be used to determine the change of gradient of the graph, which is considered as the graph point with the highest critical role. The use of a graphical method to detect a knee-point is called L-method, and was introduced in Ref. [26]. It was first adopted by Zagouras et al. in several solar engineering studies regarding the determination of optimal NC [9,10,11]. The L-method applies on the evaluation graph to fit a pair of straight lines on consecutive points of the graph curve that separate the curve into two segments. An iterative process examines all possible pairs of fitted lines in terms of calculating the total root-mean-square error (RMSE) of the overall fit. The pair of lines with the minimum total RMSE is the best fit, and the point of intersection of the two lines indicates the knee-point. More technical details regarding the L-method can be found in Refs. [26,10]. In essence, we diverge from the clustering evaluation approach proposed by Wang et al. [33], in that we address determination of optimal NC of solar irradiance data in a more focused manner.

### 3.3. Geostatistical component: analysis with the Bayesian maximum entropy

As detailed in Section 2, geostatistical analysis is used in two sequential steps; namely, for modeling GHI at the proposed MS locations, and for validation of the MS-based prediction in the state-wide grid of the validation data subset. To apply geostatistics, well-known methodologies exist in literature. Most approaches revolve around the family of kriging methods; see, e.g. [38,39,40], and [41]. The Bayesian maximum entropy method (BME; [42,43]) extends common geostatistical approaches by operating in a knowledge synthesis framework that is presented in the following. In brief, the core advantages of BME over mainstream techniques are two-fold: (i) BME does not require common restrictive assumptions made by other geostatistical approaches, such as the requirements for Gaussianity and linearity of space-time data, and (ii) BME is unique among other methods in allowing rigorous incorporation of data uncertainties into the stochastic prediction process.

The BME knowledge synthesis (KS) framework was proposed by Christakos in Ref. [43]. According to the KS framework, our knowledge about space-time solar irradiance can be classified into the following two major categories of knowledge bases:

- The General knowledge G-KB, which reflects our level of knowledge regarding main characteristics of solar irradiance, such as statistical measures about its mean and covariance, and scientific facts that apply in the analysis context. G-KB is derived from epistemic principles, such as physical laws, conceptual models, and statistical moments.
- The Site-specific knowledge S-KB, which involves the solar irradiance observations and data measurements at specific spatial points and time instances. S-KB can exhibit various confidence levels of data accuracy; for example, single values characterize hard, exact data for which we are certain or carry trivial uncertainty, whereas interval and probabilistic forms are used to express soft data with measurable, nontrivial uncertainty.

Solar irradiance as an attribute has a stochastic nature, justified by inherent uncertainties, its spatiotemporal heterogeneity, and the imperfect nature of our knowledge about it. According to the BME approach, solar irradiance on the Earth’s surface can be thus characterized effectively by representing it as a spatiotemporal random field $(S/TRF): X_p = X_{st}$ at each location $p = (x,t)$ in the unified spatial and temporal continuum with spatial coordinates $s = (s_1,s_2)$ and temporal coordinate $t$ [44]. Specification of the $X_p$ values at all points of the continuum determines a realization of the $S/TRF$. Randomness manifests itself as an ensemble of possible realizations of the $X_p$ distribution. BME incorporates the two knowledge bases G-KB and S-KB to blend all available information about solar irradiance according to the following pair of equations:

\[
\begin{align*}
\int d\mathbf{x} \mathbf{g} \cdot \mathbf{g} & = 0 \\
\int d\mathbf{x} \mathbf{g} - \mathbf{A} f_{\mathbf{K}}(\mathbf{x}) & = 0
\end{align*}
\]

where $\mathbf{g}$ are the realization values of the $S/TRF$, $\mathbf{g}$ is a vector of $g_{\alpha}$ functions $(\alpha=1,2,...)$ that represents stochastically the available G-KB (the bar denotes statistical expectation). In Eq. (4), $\mathbf{g}$ is a vector of $\mu_{\alpha}$-coefficients that depends on the space-time coordinates and is associated with $\mathbf{g}$. Specifically, the $\mu_{\alpha}$ express the relative significance of each $g_{\alpha}$-function in the composite solution. The maximum entropy principle is employed to enable incorporation of as many relevant G-KB sources available in an initial prior stage expressed by the first of Eq. (4). This stage leads to the prior probability density function (PDF) $\mu_{\alpha}$ that is constrained by the G-KB, as shown in the first equation of Eq. (4). The second equation of Eq. (4) represents succinctly the second stage in BME analysis, known as the posterior or integration stage, where $\xi$ represents the S-KB available, and $A$ is a normalization parameter. The integration stage uses operational Bayesian updating theory [45] to conditionalize the site-specific S-KB on the prior G-KB. By doing so, it effectively blends all available information about solar irradiance to produce posterior PDFs, designated as $f_{\mathbf{K}}$, across all space and time locations we seek results at. The $\mathbf{g}$ and $\xi$ are the inputs in Eq. (4), whereas the unknowns are the $\mu$ coefficients and $f_{\mathbf{K}}$ across space-time.

BME is an extension of classical geostatistical methodologies, in the sense that these methods can be described as limiting cases of the BME methodology. For example, when the available G-KB is the $X_p$ mean and covariance and the S-KB comprises only hard data, then BME reduces to the ordinary kriging predictor. Additional information about BME applications and related software can be found online at spacetimeworks.com, whereas for a BME presentation in exhaustive detail see Ref. [43].

### 4. Analysis of irradiance data

#### 4.1. Clustering map

We computed the similarity matrix $S$ of the normalized $M \times N$ GHI matrix, based on the Pearson correlation coefficient; the goal is to create inputs comprised of correlations between the solar irradiance time series of each observation pixel and all other pixels. Next, the adAP was used to perform clustering into spatial groups of similar solar irradiance profiles. We used the MATLAB code for adAP from Ref. [46]. The clustering process suggested a range of meaningful NC that varies between $[N_{C_{min}}, N_{C_{max}}] = [59,545]$ clusters. This resulting range emerged from an adaptive, iterative clustering process that shrunk the initial number of $M$ potential exemplars to 545, in addition to computing the minimum reasonable NC to be 59. On the basis of adAP, any NC within this range can be considered as a valid recommendation according the adAP convergence criteria.

Next, we took an additional step to propose an optimal NC by means of a cluster validity estimation. Specifically, the L-Method was applied to the evaluation graph of the CH index, and
determined that no significant change of the validity index occurs for NC = 189. Fig. 1 illustrates the clustering map of the 189 coherent spatial clusters produced by this process. The shape and boundaries of each cluster are precisely depicted with regard to the homogeneity of correlation between the data members in each region.

4.2. MS configurations

Upon computing the optimal NC, from a clustering perspective all spatial locations inside a cluster are appropriate candidate ground sites to install the MS that corresponds to this cluster. For illustration, Fig. 2 depicts an example of three possible configurations of MS locations in a cluster. A brief description of these MS configurations follows:

Set A The MS are placed at the computed cluster centers as obtained by the clustering algorithm.

Set B The MS are placed by determining the vector median of each cluster’s vector set. Assume that \( \mathbf{X}_C = \{ \mathbf{x}_i \} \) is the set of \( n_C \) vectors that forms the group of vectors within the same cluster \( C \). Then, the aggregate distance of each vector \( \mathbf{x}_i \) from the other vectors in the set is defined as:

\[
d_r = \sum_{i=1}^{n} \left( \left\| x_i - \mathbf{x}_i \right\|_p \right),
\]

where \( \left\| \cdot \right\|_p \) stands for the vector norm; in our analysis, we consider the vector norm to be the Euclidean 2-norm. For each cluster vector set, we calculate all the \( d_r \) distances. The first smallest ranked distance is used to define the vector median (VM) \([47]\). In other words, the VM is the representative among vectors in a set on the basis of the minimum aggregate distance from all vectors in this set.

Set C The MS are alternatively placed at random points within a specified range \( R \) from the initially computed cluster centers in Set A. Although the selected location within \( R \) need not be random, in our study we choose to apply a random selection for each cluster. Our choice serves to illustrate the possibility that external factors, such as terrain and location characteristics, might render unfeasible installing the MS at the exact cluster centers. This choice also plays the role of a control-case that involves random positioning, as opposed to the highly organized positioning of Sets A and B. For our implementation, we clearly need to select a random location that places a MS within the boundaries of the cluster it represents. With respect to the minimum distance between the furthest pixel of any cluster and its cluster center, an alternative cluster center is randomly selected by choosing one pixel for each cluster that is within a distance range of 25 km \( \leq R \leq 50 \) km from each initial cluster center (Set A).

In our present proof-of-concept study, we illustrate our framework by proposing the above 3 MS installation configurations A, B, and C for the state of California. Observe that even in the case of non-random placement of MS, it might be physically intangible to build stations at proposed locations due to the presence of natural obstacles, geographical constraints, terrain anomalies, etc. To this end, our analytical scheme recommends replacing locations with the immediately lower-ordered spatial configuration locations that are physically tangible.

4.3. Geostatistical GHI prediction

According to the preceding clustering segment, geometrical and statistical cluster criteria suggested installing 189 MS in 3 different configurations A, B, and C, as detailed in the previous. In the following, we develop an approach to complement the cluster analysis by predicting GHI from uncertain data beyond the MS locations across the state of California at the 30’ time resolution, and further by investigating whether any of the proposed MS configurations can be recommended as optimal according to geostatistical criteria.

In each one of the BME geostatistical modeling and verification Steps 1 and 2, respectively, that were presented in Section 2, we have soft data as input. In particular, Step 1 takes as input the modeling subset of satellite data; we consider the entirety of those...
as soft intervals where the true value might lie anywhere in the interval defined by the uncertainty levels of satellite irradiance observations, as detailed in Section 2. In the prediction tasks of Step 2, the input is again entirely soft data in the form of Gaussian distributions; their mean is the BME mean computed in Step 1, and their variance is the corresponding prediction variance from Step 1. In each one of the Steps 1 and 2, the corresponding input data are initially examined for surface trends. These trends express the GHI S/TRF behavior at larger scales and can overshadow the S/TRF structural characteristics at the present scale of study. For this reason, we compute estimates of the trends by swiping an exponential kernel smoothing window across California at each spatiotemporal instance, and then remove the trends prior to BME prediction. The trends are subsequently reinstated after prediction to obtain nonresidual GHI values.

For illustration, Fig. 3 shows a sample of the estimated trends at two consecutive instances $t = 3$ (07.30), and $t = 4$ (08.00) on June 1 2010 for both Steps 1 and 2 of the configuration A analysis. In the figure, subplots Fig. 3a and b refer to Step 1, so the trend estimates are shown at the Step 1 prediction locations which are the proposed MS spatial locations. Correspondingly, subplots Fig. 3c and d refer to Step 2, so the trend estimates are shown at the Step 2 prediction locations which are the 8312 validation points across California. The GHI color scales in the plots of each Step analysis are common for all plots, and account for the GHI minima and maxima across the entire study period in 2010 to facilitate comparison.

The residual GHI is analyzed for internal structure patterns at a series of spatial and temporal distances, and a spatiotemporal distance-based empirical correlation is computed. A suitable function is then fitted to the empirical curve to yield the covariance model that describes the GHI S/TRF characteristics on a specific day. Covariance models are comprised of simple or nested functions that must comply with the permissibility criterion of positive definiteness [38]; commonly used functional forms that abide to this rule are the exponential, Gaussian and spherical form. Spatiotemporal covariances typically consist of separable or non-separable spatial and temporal components, and can be constructed from such simple permissible functions, or can be more elaborate permissible algebraic constructs derived from general principles, physical-based models, etc., as shown by Kolovos et al. in Ref. [48]. Eventually, the fitted covariance is used as G-KB in BME prediction, alongside with the zero-mean GHI residuals.

A limited preliminary analysis [49] supported our earlier claim in Section 2 that the structural characteristics of the GHI S/RTF can be considered relatively unchanged in the temporal scale of a few weeks. To this end, we used the same covariance function for all prediction tasks throughout the time instances of a single day. Furthermore, we computed a new covariance function for each different day across the 12-day period in 2010. The empirical
covariance is estimated from the input data, so in Step 1 we use the same input data set of the 8313 modeling subset data for all MS configurations A, B and C. In Step 2, the input data are situated at the MS configuration locations. The slightly different locations of the input data in each configuration led to empirical covariances that were often different across the A, B and C configurations. As a result, in the validation Step 2 the covariance models used for prediction vary not only per month but also per configuration, too. A discussion about the covariance functions used in the present geostatistical study is provided in further detail in Appendix A. For illustration, Fig. 4 shows plots of the covariance functions used for June 2010 in Step 1, and a selected configuration (C) in the same month in Step 2.

In Step 1, BME prediction produces the posterior GHI PDFs at the proposed MS locations for each one of the examined configurations A, B, and C. In Step 2, we take the BME means of these predicted PDFs and the standard prediction errors to compose the input data for the validation task. Observe that as in Step 1, so in Step 2 the entire input data set consists of soft data distributions that represent realistically the expected data and their uncertainty to be measured at the proposed MS locations, regardless of the configuration scheme.

The prediction tasks in Step 2 perform an extensive validation process, in which BME prediction at the 8312 validation points across California and at each temporal instance yields a measurable size of GHI values to be compared up against the original subset of validation data. In paper, we can only provide a sample of the BME prediction volume of output through the following illustrations. Several animations showing the entire BME prediction output for all configurations on each one of the 12 days examined in 2010 can be found in the Electronic Supplementary Content. As an example, Fig. 5 shows the BME mean of the posterior PDFs at selected instances for all configurations A, B, and C. The plots display GHI values after the mean trends have been restored, whereas all BME mean plots are presented at the same time instances and in the same color scale to facilitate comparison. By inspecting the output at a specific instance, results indicate that very similar GHI patterns are obtained by using any of the A, B, or C MS configurations. The prediction differences define the behavior of the validation errors, as shown in the following section.

With respect to the prediction error, Fig. 6 exhibits the BME prediction standard error for selected instances in the configuration A analysis. The plots suggest that standard error is expectedly minimal close to the data locations, whereas it can increase up to about 40–50 W/m² at locations that are farthest away from the data. Unlike mainstream geostatistical methodologies that report prediction error values based only on the prediction task, the BME prediction error conveys a more accurate picture about prediction uncertainty because it also incorporates the initial error embedded in the input soft data.

4.4. Performance notes

In terms of performance, the computational burden for the AP algorithm primarily depends on the selected number of clusters to operate on; for BME, the controlling factors are the data set size defined by the $M \times N$ product, and the number of prediction nodes. We note that performance of the AP algorithm is independent of the parameters $M$ and $N$, and that applying AP yielded results in the temporal order of minutes. However, application of BME in the scale of our study demanded cumulatively about a day of execution time to produce results for each of the Set A, B, and C cases on a 6-core Intel® i7 3.4 GHz desktop computer with 32 GB of RAM. Although BME poses no inherent limitations on the size of $M$ and $N$ parameters, the computational burden can be expected to scale with increasing $M$ and $N$ values in particular due to the geostatistical search for nearest neighbors among increasingly larger data populations. Clearly, the BME computational burden also increases when prediction is sought at additional space-time locations.

4.5. Comparison of proposed MS configurations

To inspect the proposed MS configurations A, B, and C in the final Step 3, we use a series of error measures to compare the BME predicted GHI $\hat{\chi}$ at the validation locations in Step 2 to the actual values $\chi$ of the validation data subset at the corresponding locations. For a sample of $N_d$ data, prediction accuracy is measured by computing the following error statistics:

- Mean Absolute Error (MAE, in W/m² units), defined as:

$$MAE = \frac{1}{N_d} \sum_{i=1}^{N_d} |\chi_i - \hat{\chi}_i|$$

(6)
- Mean Bias Error (MBE, in W/m² units), defined as:

\[
MBE = \frac{1}{N_d} \sum_{i=1}^{N_d} \chi_i - \tilde{\chi}_i
\]  

(7)

- Mean Relative Error (MRE, percentage), defined as:

\[
MRE = \frac{1}{N_d} \sum_{i=1}^{N_d} \frac{\chi_i - \tilde{\chi}_i}{\chi_i}
\]  

(8)

Fig. 5. Step 2 predicted GHI for MS configurations A, B and C at 2 selected consecutive time instances on June 1, 2010. All plots in W/m² units; coordinates are measured in decimal degrees (DD). (a) Configuration A BME mean at time instance \( t = 4 \) (07.30); (b) Configuration A BME mean at time instance \( t = 5 \) (08.00); (c) Configuration B BME mean at time instance \( t = 4 \) (07.30); (d) Configuration B BME mean at time instance \( t = 5 \) (08.00); (e) Configuration C BME mean at time instance \( t = 4 \) (07.30); (f) Configuration C BME mean at time instance \( t = 5 \) (08.00).
• Root Mean Square Error (RMSE, in W/m² units), defined as:

$$\text{RMSE} = \sqrt{\frac{1}{N_d} \sum_{i=1}^{N_d} (x_i - \bar{x})^2}$$  

(9)

• Coefficient of determination ($R^2$, dimensionless); given

$$\bar{x} = \frac{1}{N_d} \sum_{i=1}^{N_d} x_i, \ R^2 = 1 - \frac{\sum_{i=1}^{N_d} (x_i - \bar{x})^2}{\sum_{i=1}^{N_d} (x_i - \bar{x})^2}$$  

(10)

By sweeping across all validation spatial locations, we compute the above measures in 3 different ways:

1. Global total error across all temporal instances. This metric provides the error distribution throughout an annual cycle in California as a summary about the performance of each proposed MS configuration.
2. Solar noon error throughout the year. This metric aggregates the errors over the entire year and compares the error distributions at the time instance $t = 12.00$, which we consider to be the average solar noon across the state of California. This perspective can indicate whether MS configuration performance might be dependent on the time of the day.
3. Seasonal error across trimesters in the year. This metric provides the error on a seasonal basis for the months in winter (January, February and December), spring (March–May), summer (June–August), and fall (September–November), and can suggest whether a proposed configuration might have an advantage over the rest during a specific season of the year.

The results of the above error computations are presented in Table 2. A first comparison indicates interestingly that there is no clear winner among the proposed MS configurations A, B, and C. Regardless of the criterion of choice among the statistical measures in Table 2, all types of placements for the MS appear to perform about equally well with only small relative differences among error values in the corresponding measure. Also, it appears that no single error computation among the global, solar noon and seasonal types could act as a preferred assessment filter to select an MS configuration as a clear winner over the rest. However, there is some consistency across the different computations in that configurations A and B both exhibit slightly better performance than C.

Table 2

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global MAE</td>
<td>49.1104</td>
<td>48.7825</td>
</tr>
<tr>
<td>MRE</td>
<td>11.8571</td>
<td>11.8393</td>
</tr>
<tr>
<td>MBE</td>
<td>2.4315</td>
<td>1.7159</td>
</tr>
<tr>
<td>RMSE</td>
<td>78.1945</td>
<td>78.361</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.92489</td>
<td>0.92457</td>
</tr>
<tr>
<td>Solar Noon MAE</td>
<td>63.0742</td>
<td>62.5414</td>
</tr>
<tr>
<td>MRE</td>
<td>4.4475</td>
<td>4.4108</td>
</tr>
<tr>
<td>MBE</td>
<td>14.5083</td>
<td>13.743</td>
</tr>
<tr>
<td>RMSE</td>
<td>100.1371</td>
<td>100.2872</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.87007</td>
<td>0.86981</td>
</tr>
<tr>
<td>Seasonal December–February MAE</td>
<td>47.3206</td>
<td>47.1258</td>
</tr>
<tr>
<td>MRE</td>
<td>17.9833</td>
<td>17.5768</td>
</tr>
<tr>
<td>MBE</td>
<td>1.0414</td>
<td>1.2065</td>
</tr>
<tr>
<td>RMSE</td>
<td>65.552</td>
<td>65.7187</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.86405</td>
<td>0.86336</td>
</tr>
<tr>
<td>March–May MAE</td>
<td>59.7437</td>
<td>59.1394</td>
</tr>
<tr>
<td>MRE</td>
<td>12.4534</td>
<td>12.7014</td>
</tr>
<tr>
<td>MBE</td>
<td>1.3141</td>
<td>0.28176</td>
</tr>
<tr>
<td>RMSE</td>
<td>91.0393</td>
<td>91.0734</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.89275</td>
<td>0.89267</td>
</tr>
<tr>
<td>June–August MAE</td>
<td>44.7449</td>
<td>44.7812</td>
</tr>
<tr>
<td>MRE</td>
<td>6.5341</td>
<td>6.6568</td>
</tr>
<tr>
<td>MBE</td>
<td>3.376</td>
<td>2.8597</td>
</tr>
<tr>
<td>RMSE</td>
<td>75.2597</td>
<td>75.9025</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.93289</td>
<td>0.93174</td>
</tr>
<tr>
<td>September–November MAE</td>
<td>44.3311</td>
<td>43.7556</td>
</tr>
<tr>
<td>MRE</td>
<td>12.4278</td>
<td>12.4646</td>
</tr>
<tr>
<td>MBE</td>
<td>3.6775</td>
<td>2.9369</td>
</tr>
<tr>
<td>RMSE</td>
<td>76.3347</td>
<td>76.1131</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.90045</td>
<td>0.90998</td>
</tr>
</tbody>
</table>

Fig. 6. Step 2 GHI prediction standard error for MS configuration A at selected time instances on June 1, 2010. All plots in W/m² units; coordinates are measured in decimal degrees (DD). (a) BME standard error at time instance $t = 4$ (07.30); (b) BME standard error at time instance $t = 5$ (08.00).
As yet a different error measure, Fig. 7 shows the distribution of the validation Step 2 relative error from all spatiotemporal locations for all 3 proposed MS configurations A, B, and C. The sample of measurements used to produce each one of those distributions is well above 2.1 million spatiotemporal locations, as shown in Table 3. The figure includes the counts of all relative errors ≤100%. A small percentage of less than 5% of locations across each MS configuration A, B, and C presented relative errors >100%. Table 3 has more detail about the percentage of relative errors ≤10% and >100% per MS configuration.

In brief, about 2/3 of our predictions in validation Step 2 have relative errors ≤10%. This can be considered a satisfactory result, given (a) the amount of spatiotemporal locations in the validation grid that provide a reliably large sample for our statistical computations, (b) the relatively small amount of MS locations that play the role of input data locations for the prediction tasks in Step 2, and (c) the nontrivial uncertainty in the entire data set of GHI measurements. In these conditions of increased uncertainty, our combined clustering and geostatistical analysis indicates a marginally better performance of MS configurations A and B against random placement configuration C. According to the criterion of having the majority of relative errors nearest to zero, Fig. 7 and Table 3 suggest there is a borderline advantage in using the MS configuration B against A.

5. Conclusions

Our work proposes an adjustable framework to select locations for solar measuring stations on the basis of spatial feature coherence, geometrical and geostatistical criteria of optimality. It combines the strength of established, powerful methodologies in cluster analysis and geostatistics to illustrate a cross-disciplinary research paradigm for the benefit of renewable energy monitoring and generation.

We apply this framework in a relatively large-scale study of MS placement in California. To this goal, we utilize a high-resolution solar irradiance satellite dataset that covers the area of interest across an entire calendar year. These satellite-derived GHI data are initially the input to a cluster analysis method. Cluster validity criteria lead to an optimal number of clusters that constitute a clustering map of similar, in shape, solar irradiance profiles during an annual testing period. The Adaptive Affinity Propagation methodology is then employed to conduct clustering and to address clustering algorithm limitations in parameter selection. Upon computing the optimal spatial segmentation of coherent groups, we examine 3 different scenarios of representative MS configurations. The clustering results are then subjected to geostatistical analysis to further investigate optimal locations in the clusters for the MS installation on the basis of geostatistical criteria. This analysis consists of modeling assumed GHI measurements at the configuration locations, then predicting GHI at an extensive set of validation locations, and finally analyzing a series of statistical errors from the validation step.

Geostatistical analysis of the GHI data that consists entirely of uncertain measurements depends profoundly on the unique features of BME among other geostatistical methodologies. Not only does BME provide insight about the GHI spatiotemporal random field stochastic structure, but it also accounts for the known, nontrivial GHI measurements uncertainty in a rigorous manner that integrates the measured uncertainty in predicted values. By employing BME in our framework we achieved a two-fold goal which is to (a) extend existing work of geostatistical GHI modeling by applying prediction in a larger-scale spatial domain at subhourly intervals, and (b) provide an assessment tool to complement the cluster analysis towards selecting installation locations for GHI measuring stations.

Our study concludes that overall all 3 proposed MS location configurations score statistically almost equally well under the geostatistical analysis criteria. This finding suggests an element of robustness in the cluster analysis, since all of the clustering criteria-proposed configurations fare almost as well under the additional geostatistical selection filter. The nearly-even performance of all configurations across different statistical measures also suggests strongly coherent intra-cluster variance in each cluster, which stands in support of the approach we have developed to define the clusters and propose MS installation locations.

Subsequently, more than offering a choice among proposed locations in an MS construction project, our study enables the liberty to select the locations from any configuration that would perform best according to possibly additional case-specific criteria. Such criteria might be related to, e.g., geographic and terrain conditions, or economic considerations that might stem from a specific MS configuration choice. Alternatively, a selection can be made according to the gravity of any of the specific statistical measures analyzed in Section 4.5. For example, we illustrated that under the minimum relative error criterion the MS configuration A is marginally preferable to configurations B and C. In any scenario, the validation error analysis can serve as a quantitative tool to assess optimality in selecting MS network locations. Our proposal goes beyond the narrow boundaries of a focused application, and aims to help specialists across the spectrum of the renewable energy industry for planning, decision-making, and policy implementations.

Table 3

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of validation RE ≤10%</td>
<td>2.119,546</td>
<td>2.119,549</td>
</tr>
<tr>
<td>% of validation RE &gt;100%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.4495</td>
<td>4.4295</td>
<td>4.4578</td>
</tr>
</tbody>
</table>
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Appendix A. Covariance modeling

In geostatistical analysis, spatiotemporal covariances provide the BME predictor with structural information about spatial homogeneity and temporal stationarity of the GHI S/TRF $X_{fh}$. In our case, we study zero-mean GHI residuals for which we also obtain second order statistical moments empirically from the data. In the absence of additional information about the GHI random field, we consider a uniform variance for $X_{fh}$. According to these considerations, $X_{fh}$ is second-order homogeneous in space and stationary in time, in which case covariance depends only on the distance $h$ between any pair of spatiotemporal locations.

Specifically, between any two points $p_1$ and $p_2$, the space-time distance between them is $h = Δp = p_2 - p_1 = (s_2 - s_1, t_2 - t_1) = (Δs, Δt)$. Selection of the spatiotemporal distance metric is critical for the correct computation of distances and covariances. Different measures might appropriate for different problems, as shown in Ref. [50]. In our study, we use the common Euclidean distance metric to define spatiotemporal distances across California and the temporal instances within a day.

Our study uses ordinary covariance functions ([38]) which comprise one or more positive definite functional forms. Frequently used functional forms are

- the exponential covariance: $C_{\text{Exp}}(c, α) = c \exp(-h/α)$, where $0 < α$
- the Gaussian covariance: $C_{\text{Gau}}(c, α) = c\exp(-h^2/α^2)$, where $0 < α$
- the spherical covariance: $C_{\text{Sph}}(c, α) = c(1 - 3h/2α + h^3/3α^3)$, where $|h| < α$, and $0 = 0$, if $α \leq |h|$.

where parameter $c$ denotes the covariance sill that equals the S/TRF variance, and parameter $α$ is the positive covariance range that indicates the spatiotemporal distance at which correlation extends within the S/TRF. Moreover, we use nonseparable covariance functions where the spatial and temporal components cannot be expressed in separate terms. One or more such products of spatial and temporal simple functional forms can be used to express a covariance function model that has been fitted to the empirical covariance. For the present study, we applied a visual fit, by following the comments in Ref. [51].

According to the previous, the general expression for covariances in our study is the sum of one or more nested products in the format: $C = \sum c_iC_{\text{Exp}}(c_i, α_i)$, $i = 1, \ldots, N_{\text{nest}}$, where typically $N_{\text{nest}} \leq 3$, and one sill parameter applies per term. For example, the covariance model plots in Fig. 4 depict the following models:

- $C_{\text{Exp}}(c, α) = c \exp(-h/α)$, where $0 < α$,
- $C_{\text{Gau}}(c, α) = c\exp(-h^2/α^2)$, where $0 < α$,
- $C_{\text{Sph}}(c, α) = c(1 - 3h/2α + h^3/3α^3)$, where $|h| < α$, and $0 = 0$, if $α \leq |h|$.

In the above, both models have 2 nested components each. By inspecting the sill values, in both models the first component contributes significantly to the total covariance. In the first model, spatial correlation extends in an exponential fashion to about 0.17 decimal degrees (DD) according to the range of the first spatial term, whereas the second spatial term has a much weaker effect of extending the correlation range to 0.9 DD also exponentially. Similarly, temporal correlation appears to extend primarily to 4 instances, that is 2 h, around the current temporal instance, whereas the second temporal term extends temporal correlation more weakly to 17 instances which cover about the length of the entire daytime. In both cases, we found temporal correlation best illustrated by a spherical model form. The second model can be qualitatively described in a similar manner.

Appendix A. Supplementary data

Supplementary data related to this article can be found at http://dx.doi.org/10.1016/j.renene.2015.01.046.
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