Verification of deterministic solar forecasts
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\textbf{ABSTRACT}

The field of energy forecasting has attracted many researchers from different fields (e.g., meteorology, data sciences, mechanical or electrical engineering) over the last decade. Solar forecasting is a fast-growing sub-domain of energy forecasting. Despite several previous attempts, the methods and measures used for verification of deterministic (also known as single-valued or point) solar forecasts are still far from being standardized, making forecast analysis and comparison difficult.

To analyze and compare solar forecasts, the well-established Murphy–Winkler framework for distribution-oriented forecast verification is recommended as a standard practice. This framework examines aspects of forecast quality, such as reliability, resolution, association, or discrimination, and analyzes the joint distribution of forecasts and observations, which contains all time-independent information relevant to verification. To verify forecasts, one can use any graphical display or mathematical/statistical measure to provide insights and
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1. Introduction

The power grids, which transmit and distribute electricity to end users, are being monitored and controlled by system operators at all times to ensure reliable power delivery. Considering that solar and other renewable energy sources are inherently variable, and that utility-scale energy storage is not economically viable globally yet, operational excellence of the power grids can benefit from accurate solar forecasts.1 Consequently, reliable and well-characterized solar forecasting tools and two irradiance quantities, namely, global horizontal irradiance (GHI) and direct normal irradiance (DNI). Methodologically, there is not much difference in treating GHI and DNI. However, DNI forecasts are usually less accurate due to the larger variability in DNI than in GHI.

2 “Measures” and “metrics” are distinct concepts in measure theory. A measure μ on a set X is a mapping μ: 𝒜 → [0, ∞] defined on a σ-algebra 𝒜 that satisfies non-negativity, null empty set, and σ-additivity, that is μ(A) ≥ 0 ∀ A ∈ 𝒜, μ(∅) = 0, and μ(⋃i∈I Ai) = ∑i∈I μ(Ai), where symbol ⋃ denotes disjoint union (Schilling, 2017). On the other hand, a metric is a distance measure d: X × X → [0, ∞] that satisfies definiteness, symmetry, and triangle inequality, that is d(x, y) = 0 ifff x = y, d(x, y) = d(y, x), and d(x, y) ≤ d(x, z) + d(z, y), ∀ x, y, z ∈ X. (Schilling, 2017). Nonetheless, moving out from measure theory, the two terms are often used interchangeably, e.g., “accuracy measure” and “error metrics” use the words “measure” and “metric” in their everyday sense. To most forecasters, especially forecast practitioners, they both refer to functions of forecast errors, such as mean bias error (MBE), mean absolute error (MAE), or root mean square error (RMSE).

Solar forecasting is a term applied to any predictive form of estimating the solar energy resource ahead of time. With a fast-growing global portfolio of solar energy installations using various technologies, the need for solar forecasting to facilitate improved operations and electricity market compatibility is paramount. A rapidly expanding scientific community in the subdomain of energy forecasting has contributed numerous methodologies and approaches towards solar forecasting (Hong et al., 2016). Accuracy is a major goal of most, if not all, forecasters. The variability in solar irradiance intrinsically governs predictability (Pedro and Coimbra, 2015). Therefore, it is particularly interesting to compare forecasts generated by different models, using data from different locations,4 or different time periods (Yang, 2019a).

Current methods of solar forecast verification are mostly limited to using measures as indicators of goodness of forecasts. In other words, solar forecasters compare the performance of different models based on more detailed view than the traditional measure-oriented approach in terms of forecast analysis. The second mission is to recommend an accuracy measure that should be universally reported in deterministic (also known as single-valued or point) solar forecasting studies—the root mean square error (RMSE) skill score3 based on the optimal convex combination of climatology and persistence. Since the skill score is able to reflect the inherent difficulties in different forecasting situations, it allows forecast comparisons based on relative improvements, rather than on an absolute error size. The third mission is to look into a series of practical issues in terms of forecast verification, such as data processing or implementation of the reference forecasting methods, with the goal of helping users better understand the relative strengths and weaknesses of various forecasting models in a uniform manner.

Even though the present authors represent a broad range of active researchers in the solar forecasting community, there will always be difficulties in gaining universal consensus on the appropriate measures and methods to be used in general, or even more so in various specific cases. Nevertheless, the authors hope that the forecast verification procedure proposed here can lead to a greater interpretability of results, and even in direct—“apples to apples”—comparisons of techniques. An ultimate goal is to establish the best practices that can be upgraded and refined as the body of knowledge and experience grows.

The organization of this study is as follows. The forecast verification problem and the perceived difficulties are elaborated in Section 2. Distribution-oriented forecast verification methods are discussed and exemplified in Section 3. The recommended accuracy measure is justified in Section 4, alongside with some discussions on practical concerns. Section 5 concludes with a series of recommendations.

3 Skill score is also known as forecast skill. It is a class of accuracy measures that gauge the relative improvement of a method over a reference method, see Eqs. (3) and (4) below.

4 Verification of forecasts, particularly those made by a numerical weather prediction (NWP) model, can be carried out spatially (see Gillett et al., 2010). Spatial averaging and spatial scale have a strong impact on forecast accuracy (Lorenz et al., 2016). This work, however, is constrained to the verification of forecasts at point locations.
some error metrics, and can then draw conclusions. Under this type of verification procedure, any conclusion is ambiguous in at least two ways: (1) it is unclear what the forecast objective is, and (2) it is unclear how the model of interest performs against other models that are not included in the study. These problems are described in Sections 2.1 and 2.2, respectively.

2.1. What is a good forecast?

The word “objective” refers to goals given to a forecaster prior to verification. It is natural to think of the objective as “small RMSE,” “high skill score,” or “high economic value.” Nonetheless, these objectives often lack generality, and can even be conflicting at times. In that, one may end up collecting a large, and possibly redundant, set of error metrics. This is exemplified by the work of Zhang et al. (2015), in which a suite of 17 metrics was assembled based on a lengthy discussion process that involved stakeholders from both the meteorological and power systems communities. In other cases, new metrics are proposed to meet a specific objective. This is exemplified by the work of Vallance et al. (2017), in which the ability to forecast ramps in irradiance transients is gauged by two new metrics.

Assembling or introducing new members to a pool of error metrics is meaningful to the field of solar forecasting. By presenting a wide spectrum of error metrics, forecasters are able to choose freely among the metrics that can “best” highlight the strengths of their results. There are many studies that propose, contrast, and recommend error metrics to forecasters (e.g., Vallance et al., 2017; Zhang et al., 2015; Hoff et al., 2013; Beyer et al., 2009). However, despite the well-argued discussions, these works can rarely change another forecaster’s sentiment towards some specific metrics, if they are perceived as having important advantages or disadvantages. Hence, for each argument that favors a metric, one may find a counter-argument against it (see Chai and Draxler, 2014; Willmott and Matsuura, 2005). Furthermore, since there are countless publications that discuss and conclude that one metric is better than the other, it is not difficult to cite those articles that support any choice the author wishes to make (Chai and Draxler, 2014). The obvious consequence is a field with diverse usage of error metrics. Nonetheless, this is not unique to the emerging field of solar forecasting. Historically, the lack of unified verification procedure has been discussed by many experts from other relatively mature fields (e.g., Murphy and Winkler, 1987; Armstrong, 2001; Fildes et al., 2008), but nothing seems to have changed (Gneiting, 2011).

At this stage, it is essential to ask the question: “what is a good forecast?” It is known, a priori, that different metrics favor different forecasts. To put this issue in perspective, a simulation study is presented. Suppose diurnal variation of the hourly clear-sky index, i.e., the ratio between the global horizontal irradiance (GHI) and clear-sky GHI, at an arbitrary location follows:

$$\kappa_t = 1 - z_t^2,$$  \hspace{1cm} (1)

where $\kappa$ denotes the clear-sky index at time $t$, $z_t = f^{-1}(0, \sigma_z^2)$, and $\sigma_z^2$ follows:

$$\sigma_z^2 = 0.15 z_{t-1}^2 + 0.3 g_{t-1}^2 + 0.07.$$  \hspace{1cm} (2)

With initial values $z_0 = 0$ and $g_0^2 = 0.01$, the $x$ time series is simulated for 55 daylight hours (herein defined to be data points with a zenith angle <85°), or 5 days. The simulated data points are tabulated and plotted in Table 1 and Fig. 1, together with the corresponding clear-sky GHI (c) values. The McClear model (Lefèvre et al., 2013) is used to estimate c.

Based on the simulated time series, three forecasters are asked to generate forecasts. The novice has no skill to offer, and thus issues 1-step-ahead persistence forecasts on $\kappa$, i.e., $\hat{\kappa}_t = \kappa_{t-1}$, where symbol “$\hat{}$” denotes the forecast clear-sky index. The optimist knows it is sunny in that location, and always uses $\hat{\kappa}_t = 0.95$. The statistician has knowledge about the inherent model, and thus issues the true conditional mean as forecasts, i.e., $\hat{\kappa}_t = 1 - \sigma_z^2$. These $\kappa$ values are then converted to GHI forecasts with clear-sky GHI values at the forecast timestamps. The results in terms of three error metrics, namely, mean bias error (MBE), mean absolute error (MAE), and RMSE are shown in Table 2. The results are inconclusive, because each forecaster is best in terms of a particular error metric.

The result of the above simulation study contradicts the common belief that knowing the inherent (physical or statistical) process is the determining factor behind making good forecasts. This contradiction is attributed to how the goodness of forecasts is defined. To most solar forecasters, “good forecast” is implicitly equivalent to “small error.” However, the pitfalls of this definition become apparent whenever contradicting rankings of models materialize. In order to resolve such contradictions, solutions might be obtained from the field of meteorology, where forecast verification is well studied.

Murphy (1993) outlined three types of goodness that jointly define a good forecast:

1. **consistency**—correspondence between forecasts and judgments;
2. **quality**—correspondence between forecasts and observations; and
3. **value**—incremental benefits of forecasts to users.

2.1.1. Consistency

**Consistency** is quite an abstract concept: a forecast is consistent if it corresponds with the forecaster’s best judgment. Murphy (1993) argued that such a judgment must contain an element of uncertainty, because the forecaster’s knowledge on the forecasting task is necessarily incomplete. In probabilistic forecasting, consistency can be ensured by adopting **strictly proper scoring rules** (Gneiting and Raftery, 2007). With that, forecasters are rewarded with the best scores if and only if their forecasts correspond with their judgment (Murphy and Winkler, 1971). The Brier score and continuous ranked probability score (CRPS), both of which frequently used in probabilistic solar forecasting, are both strictly proper (Gneiting and Raftery, 2007).

On the other hand, in deterministic forecasting, forecasters have to translate their probabilistic judgment through a statistical functional, $T(F)$, which summarizes the forecast distribution, $F$. The reader is referred to Gneiting (2011) for the formal definition. Informally, the scoring function $S$ is consistent if $E[S(F, x)] \leq E[S(g, x)]$, for all $f \in T(F)$, where $f$ is an evaluation of the functional, $g$ is any forecast, and $x$ is a future observation. This definition implies that $S$ is consistent if and only if any $f \in T(F)$ is an optimal forecast under $S$. For example, if the mean value of a forecaster’s judgmental probability distribution is of interest, then RMSE is a consistent accuracy measure, because RMSE is minimized by forecasting the mean of the predictive distribution. In the above simulation study, the statistician provided the optimal forecasts under RMSE. The optimist, although winning the competition with

---

6 By surveying 1000 recent forecasting papers, Yang et al. (2018) found that there are about 20 commonly used metrics in solar forecasting, with MBE, MAE, and RMSE being the most popular ones. They can thus be considered most typical, which is why they are used in the simulation study. If the forecast and observed GHI at time $t$ are denoted using $f_t$ and $x_t$, respectively, then $MBE = \frac{\sum_{t} (f_t - x_t)}{N}$, $MAE = \sum_{t} |f_t - x_t|$, and $RMSE = \sqrt{\frac{\sum_{t} (f_t - x_t)^2}{N}}$.

7 Any function of a probabilistic distribution is called a statistical functional. Examples of functionals include mean, median, or variance. Generally, it is written as $T(F)$, where $F$ is a distribution.
A related question is, if two forecasting methods yield the same MBE, RMSE, or skill score, are they equally good? The obvious answer is “No.” Measures only provide an overall assessment of forecast quality. For example, MAE and RMSE are both measures that assess the overall accuracy of forecasts. Accuracy is an aspect of forecast quality. It can be interpreted through quantitative measures. Besides accuracy, other aspects of forecast quality known to solar forecasters, such as bias, association, skill, or uncertainty, can be assessed through MBE, correlation, skill score, or variance. In forecast verification, the traditional way of comparing measures, may it be positively oriented (the larger, the better), negatively oriented (the smaller, the better, such as RMSE), or center oriented (the closer to a center value, the better, such as MBE), is known as the measure-oriented approach.

As mentioned earlier, one disadvantage of using the measure-oriented approach is the subjectivity in choosing measures. Since selecting which measures to report is essentially a decision that is internal to a forecaster, the reasons behind that selection are by default unknown to anyone who is observing the forecast verification procedure from an external viewpoint. In academia, forecasters are authors, whereas observers are editors, reviewers, and readers. If the optimist in the simulation study only reports MAE in an article, the observers will not be able to fully realize the underlying pitfalls of those forecasts, but will have no other choice than to accept their results. The simulation study above might over-simplify the state-of-the-art solar forecasting scenarios in comparison with actual forecasting models. Because those scenarios are typically much more complex, it would be even more difficult to interpret their results through only a few measures.

respects to MAE, did not provide optimal forecasts under MAE (MAE is minimized by forecasting the median of the predictive distribution).

The underlying assumption of using consistency as a measure of goodness of forecasts is that the forecasters receive a directive in the form of a statistical functional to transform their probabilistic judgment into a deterministic forecast. For instance, the directive could be “forecast the mean of your probabilistic judgment.” Only then, a scoring rule can be identified as consistent if it is optimized by the chosen directive. However, Jolliffe (2008) noted that the very definition of “consistency” is circular: a forecaster can elect to start by choosing which measure to report is essentially a decision that is internal to a forecaster, the reasons behind that selection are by default unknown to anyone who is observing the forecast verification procedure from an external viewpoint. In academia, forecasters are authors, whereas observers are editors, reviewers, and readers. If the optimist in the simulation study only reports MAE in an article, the observers will not be able to fully realize the underlying pitfalls of those forecasts, but will have no other choice than to accept their results. The simulation study above might over-simplify the state-of-the-art solar forecasting scenarios in comparison with actual forecasting models. Because those are typically much more complex, it would be even more difficult to interpret their results through only a few measures.

A related question is, if two forecasting methods yield the same MBE, RMSE, or skill score, are they equally good? The obvious answer is “No.” Measures only provide an overall assessment of forecast quality. Since error metrics are often computed based on a collection of samples (e.g., rolling hourly forecasts made over a year), this gives infinite ways to result in the same error-metric value. The reader is referred to Fig. 1

2.1.2. Quality

Quality is a familiar concept to all solar forecasters, as it refers to the correspondence between forecasts and observations. For example, MAE and RMSE are both measures that assess the overall accuracy of forecasts. Accuracy is an aspect of forecast quality. It can be interpreted through quantitative measures. Besides accuracy, other aspects of forecast quality known to solar forecasters, such as bias, association, skill, or uncertainty, can be assessed through MBE, correlation, skill score, or variance. In forecast verification, the traditional way of comparing measures, may it be positively oriented (the larger, the better), negatively oriented (the smaller, the better, such as RMSE), or center oriented (the closer to a center value, the better, such as MBE), is known as the measure-oriented approach.

As mentioned earlier, one disadvantage of using the measure-oriented approach is the subjectivity in choosing measures. Since selecting which measures to report is essentially a decision that is internal to a forecaster, the reasons behind that selection are by default unknown to anyone who is observing the forecast verification procedure from an external viewpoint. In academia, forecasters are authors, whereas observers are editors, reviewers, and readers. If the optimist in the simulation study only reports MAE in an article, the observers will not be able to fully realize the underlying pitfalls of those forecasts, but will have no other choice than to accept their results. The simulation study above might over-simplify the state-of-the-art solar forecasting scenarios in comparison with actual forecasting models. Because those are typically much more complex, it would be even more difficult to interpret their results through only a few measures.

A related question is, if two forecasting methods yield the same MBE, RMSE, or skill score, are they equally good? The obvious answer is “No.” Measures only provide an overall assessment of forecast quality. Since error metrics are often computed based on a collection of samples (e.g., rolling hourly forecasts made over a year), this gives infinite ways to result in the same error-metric value. The reader is referred to Fig. 1

Fig. 1. A window of 55 simulated hourly GHI and clear-sky GHI data points (with zenith angle <85°). Forecasts generated by three forecasters over the same window are overlaid. The novice uses 1-step-ahead clear-sky persistence model, the optimist always uses 0.95 times of clear-sky GHI as forecasts, and the statistician uses the true conditional mean as forecasts.

Table 2

<table>
<thead>
<tr>
<th>Forecaster</th>
<th>MBE</th>
<th>MAE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novice</td>
<td>−1.32</td>
<td>79.80</td>
<td>127.12</td>
</tr>
<tr>
<td>Optimist</td>
<td>33.45</td>
<td>53.96</td>
<td>100.51</td>
</tr>
<tr>
<td>Statistician</td>
<td>11.43</td>
<td>58.08</td>
<td>93.97</td>
</tr>
</tbody>
</table>

Table 1
Simulated clear-sky index (κ, dimensionless) and clear-sky GHI (c, in W/m²) data. The κ simulation follows Eqs. (1) and (2).

<table>
<thead>
<tr>
<th>Data Day</th>
<th>Day 2</th>
<th>Day 3</th>
<th>Day 4</th>
<th>Day 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>κ</td>
<td>c</td>
<td>κ</td>
<td>c</td>
<td>κ</td>
</tr>
<tr>
<td>1</td>
<td>1.000</td>
<td>169</td>
<td>12</td>
<td>0.987</td>
</tr>
<tr>
<td>2</td>
<td>0.941</td>
<td>389</td>
<td>13</td>
<td>0.928</td>
</tr>
<tr>
<td>3</td>
<td>0.977</td>
<td>587</td>
<td>14</td>
<td>0.987</td>
</tr>
<tr>
<td>4</td>
<td>0.815</td>
<td>739</td>
<td>15</td>
<td>0.919</td>
</tr>
<tr>
<td>5</td>
<td>0.871</td>
<td>832</td>
<td>16</td>
<td>0.730</td>
</tr>
<tr>
<td>6</td>
<td>0.999</td>
<td>859</td>
<td>17</td>
<td>0.393</td>
</tr>
<tr>
<td>7</td>
<td>0.999</td>
<td>817</td>
<td>18</td>
<td>0.873</td>
</tr>
<tr>
<td>8</td>
<td>0.963</td>
<td>710</td>
<td>19</td>
<td>1.000</td>
</tr>
<tr>
<td>9</td>
<td>0.995</td>
<td>546</td>
<td>20</td>
<td>0.925</td>
</tr>
<tr>
<td>10</td>
<td>0.710</td>
<td>340</td>
<td>21</td>
<td>0.984</td>
</tr>
<tr>
<td>11</td>
<td>0.998</td>
<td>121</td>
<td>22</td>
<td>0.671</td>
</tr>
</tbody>
</table>
in Vallance et al. (2017) for an example on how two sets of drastically different forecasts can lead to the same RMSE. One solution frequently being used in the solar forecasting literature is to report the regime-dependent error metrics, i.e., to differentiate the errors by classes of prevailing situations. For instance, one can separately report errors for overcast-, clear-, and all-sky conditions. Alternatively, one can also report errors for different times of day, different times of year, or different day types. However, the dimensionality of forecast verification scales with the number of classes, e.g., an RMSE table will become three, if three sky conditions are analyzed separately, or ten, if ten day types are defined. The error contingency table often gets out of control quickly. What has just been discussed is known as forecast analysis, which is generally defined as the procedure selected to understand the composition of the overall quality.8

Since both assessment and analysis of forecast quality are driven by the information embedded in the forecast–observation pairs, it is useful to define the total amount of information available to a forecaster during verification. By defining the entirety of information, a forecaster is no longer limited by the set of summary statistics. Stated differently, if the temporal sequence of forecast–observation pairs is not of interest, the joint distribution of forecast and observation can be used to study the skillfulness of the forecasts, since it contains all time-independent information relevant to forecast verification. This distribution-oriented approach to forecast verification was proposed by Murphy and Winkler (1987). It has gained high popularity in the field of meteorological forecasting, but is less known by solar forecasters.

This particular framework needs to be discussed because it provides an alternative view to the traditional measure-oriented approach. It offers high flexibility in terms of accessing the information. In fact, the majority of graphical methods (e.g., Taylor diagram, target diagram, or error heat map) and accuracy measures (e.g., MBE, RMSE, or Kolmogorov–Smirnov test integral) known to solar forecasters are specific methods under this general framework. More importantly, the Murphy–Winkler framework is augmented by Bayes’ theorem, in that the joint distribution can be written equivalently as the product of marginal and conditional distributions, making the embedded information more accessible. Last but not least, the distribution-oriented approach establishes communication between forecast quality and accuracy measure. Aside from those aspects of forecast quality mentioned earlier, other aspects such as reliability, resolution, or discrimination can easily be defined and quantified. Whereas more details on the Murphy–Winkler framework are provided in Section 3, with a case study, it is noted that the framework is essential to understanding the goodness of forecasts.

2.1.3. Value

Value relates to the benefits realized, or cost incurred, by individuals or organizations who use the forecasts during their decision making. Murphy (1993) pointed out that the forecasts by themselves possess no intrinsic value, because they only acquire value through influencing the decisions made by their users. Most often, the value of solar forecasts is translated into and measured in monetary units.9 For instance, by reducing the RMSE of the forecasts by x W/m², the owner of a photovoltaic (PV) system with energy storage may expect to gain an additional $y per year through optimizing the feed-in strategy of the system. In a detailed case study, Law et al. (2016) discussed the benefits of improvements in irradiance forecasting for a concentrated solar thermal power plant in this context. An alternative view was given by Antonanzas et al. (2017), where they compared the profit from different forecasting methods with respect to that from perfect forecasts.

Naturally, such benefits or costs depend on the characteristics of a particular decision-making problem. Thus, the third type of goodness is not under the control of forecasters, but is determined and appreciated by decision makers. Furthermore, this goodness of forecast is non-transferable by default. That is, one cannot simply scale the value realized by others, using the characteristics of the problem at hand. Because of the different courses of action and payoff structures available to different decision makers, there is little reason to assume an ex post value would apply in an ex ante study. A good forecasting strategy that creates high value to some users might not be appreciated by others.

In parallel, it is believed that for a fixed and well-defined decision-making problem, the mapping between quality and value is monotone. In other words, higher forecast quality expectedly corresponds to higher value. In principle, this gives the forecaster the necessary motivation to provide the best possible (and hopefully “optimal”) forecasts.

To give a perspective on what a “well-defined decision-making problem” can actually be, the case of the Australian National Electricity Market (NEM) is considered. In NEM, conventional generators submit bids every five minutes to the Australian Energy Market Operator. The latter tries to see how far up the bid stacks they have to proceed to meet their forecast net load (regional load forecast minus forecast of domestic and commercial PV generation). If the conventional generators miss their promised amount by more than a given tolerance, either above or below, they are penalized. There is presently a dramatic expansion in solar farm construction and these installations are price takers, i.e., not involved in making the spot market price. Hence, the solar plants would not be fined for poor forecasts, but could be curtailed whenever necessary. Under this regime, the decision-making problem might not be well defined, because the plant owners could always use the highest possible power generation as forecasts, since there is no monetary penalty imposed on over-forecasts. To level the playing field in a new regime, the solar plants could be penalized too, if they do not meet their forecasts. Given the new payoff structure, the cost of over-forecasts can be set to be equivalent to the cost of running spinning reserve to fulfill the difference between the forecast and the generated solar electricity. Similarly, the cost of under-forecasts would be the lost revenue that would have been generated if that extra potential energy were sold at the prevailing spot price at the time. In this case, the decision-making problem is well defined if the two costs are the same, then encouraging the forecasters to submit their optimized forecasts truthfully.

2.2. The skill score

The three types of goodness defined by Murphy (1993) provide a clear objective during forecast verification—while maintaining consistency, one should aim at maximizing quality. However, having a well-defined objective only helps the forecasters to analyze and thus make conclusions based on their own forecasting experiment. As the specialized literature expands rapidly, it is unrealistic to expand the scope of the experiment simultaneously, that is, to include all previously proposed methods as benchmarks. The obvious reason is that the data (information) available to one forecaster might not be available to others. Similarly, not all types of information available at one location or time is available at other places or times. Thus, to guarantee progress in the field, the community is forced to make comparison among different research works, based on a variety of reported measures of forecast quality.

2.2.1. A false sense of cross-scenario comparability

The variability of solar irradiance depends on climatic features, geographical location, timescale, and time period, among other factors. Even if the same forecast-generating strategy is employed, the hourly
forecasts made for a location with predominant clear-sky conditions will have a significantly smaller RMSE as compared to 10-min forecasts made for a site with a tropical climate, where cloud formation is rapid and difficult to predict. Hence, if one wishes to compare forecast skills, some form of scaling (normalization) is needed for scale-dependent errors, such as MAE or RMSE. In a recent review paper, Blaga et al. (2019) used the normalized RMSE (nRMSE) as a basis for such comparisons.

The particular form of normalization considered in Blaga et al. (2019) is through the mean of the observations, i.e., nRMSE is computed by dividing RMSE (e.g., in irradiance unit) with the mean of the observations. Whereas the final conclusion—nRMSE reported in the solar forecasting literature is getting smaller over the years—is factual, the methodology (directly comparing nRMSE results from various publications) used by the authors can be misleading. “Researchers are getting better at forecasting solar” is a priori knowledge, and it is easy to find evidence supporting that. However, nRMSE gives a false sense of cross-scenario comparability, which cannot be used to justify that one forecaster has better skill than the other. The word “cross-scenario” refers to forecasts generated for data with different predictability. One example is shown in Fig. 2, where RMSE and nRMSE lead to contradictory conclusions.

As mentioned earlier, forecast error is tightly linked to predictability, which is related to variability and uncertainty. Equivalently, it can be stated that conditions with higher variability and uncertainty are harder to forecast, thus leading to larger expected errors. In forecasting, variability and uncertainty are often quantified by step change and variance, respectively. Since the ultimate aim is to have a measure that quantifies forecast skill, its dependency on variability and uncertainty has to be minimized if not removed completely. It is now clear that mean-normalized nRMSE cannot be used to compare forecast skills in general, because the mean is related to neither variability nor uncertainty. The same arguments can be applied to range-normalized nRMSE, max-normalized nRMSE, capacity-normalized nRMSE, and similar variants of nMAE.

2.2.2. On the propagation of normalized accuracy measures in solar forecasting

Normalized accuracy measures are popular in solar forecasting (Blaga et al., 2019). This is in contrast to the field of meteorology, where normalized accuracy measures are rarely used. For instance, in the book by Jolliffe and Stephenson (2012), there is not a single sentence that discusses normalized accuracy measures. Similarly, no trace of normalized accuracy measures can be found in Hyndman and Koehler (2006), in which the accuracy measures are discussed in the context of general-purpose univariate time series forecasting. Hence, some possible explanations on why normalized accuracy measures are so popular in solar forecasting are given next.

The notion of normalization develops naturally when the forecast quantities are at different scales. On this point, the class of accuracy measures based on percentage errors, such as the mean absolute percentage error (MAPE), needs to be discussed. Measures based on percentage errors are not quite feasible in high-resolution solar forecasting since the irradiance and PV-generated power is near zero during early mornings and late afternoons, or when the clouds move in. Although the early morning and late afternoon cases can be trimmed with a zenith-angle filter before verification, a few missed forecasts on large irradiance swings during mid-day are enough to result in a very large MAPE. Therefore, to allow the forecast errors to be interpreted as a realistic percentage, the normalization is taken out of the summation, i.e., normalization is performed after aggregation. No such concerns exist when dealing with longer-term forecasts of global irradiance, e.g., on a daily basis.

Normalized accuracy measures are used in wind forecasting, a more developed sub-domain of energy forecasting (Hong et al., 2016). In an effort to standardize metric usage in wind forecasting, Madsen et al. (2005) noted that the purpose of using normalized accuracy measures is to produce results independent of wind farm sizes. In addition, the authors recommended normalization by the installed capacity or mean observation. At that time (2005), published studies on solar forecasting were rare. When the field of solar forecasting started to bloom in the early 2010s, such normalization was adopted by solar forecasters, to whom wind forecasting was the most relevant literature to follow. Another compelling reason why normalized accuracy metrics are frequently used in solar (or wind) forecasting is that the end users (or “stakeholders”) are typically electrical engineers, business analysts or financial experts. These professionals are very familiar with percents, but not with a solar radiation unit such as W/m² or a power unit such as MW. From this standpoint, the use of normalization is essentially dictated by the necessity for the end users to understand and correctly use the forecast results. Nonetheless, grid operators almost never compare their forecasts across seasons, timescales, and let alone to forecasts of other grid operators. Therefore, in that context, the choice of normalized accuracy metrics is for convenience and internal communications, since a percentage metric is more accessible to a non-technical audience (decision-makers) than a MW metric. Since for grid operators the normalization quantity, i.e. the denominator, is either constant (peak load) or similar (average load), the normalization does not affect the ranking of forecast accuracy. The grid operator preference for normalized accuracy metrics should not be construed as a decisive motivation to report only normalized error metrics in the academic community, because the global inter-comparability of forecast quality needs to be maintained.

2.2.3. Problems with the skill score

Since normalized accuracy measures cannot be used to compare forecasts made at different locations and timescales, an alternative has to be sought. In modern solar forecasting, one of the first attempts to formally address the problem of comparability was made in the early 2010s by Marquez and Coimbra in several publications (Marquez and Coimbra, 2011; Marquez and Coimbra, 2013; Coimbra et al., 2013). In those studies, a well-known concept in meteorological forecasting
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10 If two sets of forecasts are generated for datasets with the same variability, e.g., two PV systems with different nominal power at the same location, nRMSE is a good normalization choice.

11 Another early discussion was given by Beyer et al. (2009),
called skill score was introduced to the young field of solar forecasting. In the field of meteorology, the skill score, \( s \), can be defined based on some measure of accuracy \( A \), namely,

\[
s = \frac{A_f - A_0}{A_p - A_0},
\]

(3)

where \( A_f \), \( A_0 \), and \( A_p \) are the accuracy of the forecasts of interest, accuracy of the perfect forecasts, and accuracy of the reference forecasts, respectively (Murphy, 1988). For instance, \( s \) based on RMSE is

\[
s = 1 - \frac{\text{RMSE}(f, x)}{\text{RMSE}(r, x)},
\]

(4)

where \( f, r, \) and \( x \) are forecasts of interest, reference forecasts, and observations, respectively. For \( N \) samples,

\[
\text{RMSE}(f, x) = \frac{1}{N} \sum_{t=1}^{N} (f_t - x_t)^2,
\]

(5)

\[
\text{RMSE}(r, x) = \frac{1}{N} \sum_{t=1}^{N} (r_t - x_t)^2.
\]

(6)

The skill score \( s \) is often expressed as a percentage, representing the percent improvement in accuracy of the forecasts over the forecasts produced by a reference method. If \( s > 0 \), the forecasts of interest have a smaller RMSE than that of the reference forecasts, otherwise, \( s \leq 0 \) indicates that the model of interest fails to outperform the reference forecasts. There are, however, two problems with using \( s \) to compare forecasts: (1) the choice of accuracy measure can be arbitrary, and (2) the choice of the reference forecasting method can be arbitrary.

The first problem can be understood with a simple example. The computation of \( s \) requires a measure of forecast accuracy, \( A \), which is based on a scoring function. Depending on the choice of \( A \), \( s \) can be quite different. For instance, suppose \( \text{RMSE}(r, x) = 200 \text{ W/m}^2 \) and \( \text{RMSE}(f, x) = 100 \text{ W/m}^2 \), then \( s_{\text{RMSE}} = 0.5 \). However, when the mean square error (MSE) is used, \( s_{\text{MSE}} = 1 - (1 - s_{\text{RMSE}})^2 \) is boosted to 0.75. Whereas the conversion between \( s_{\text{RMSE}} \) and \( s_{\text{MSE}} \) is straightforward, \( s \) calculated based on other metrics, such as MAE, would be different, and cannot be inferred from \( s_{\text{RMSE}} \) or \( s_{\text{MSE}} \). Hence, there is no obvious solution to this but to recommend a consensus. At the moment, RMSE is the most common form of \( A \) in the literature (Blaga et al., 2019; Yang et al., 2018), and thus should be predominantly used in skill score computation. (This choice is discussed further in Section 4.1.) Hereafter, the symbol \( s \) only denotes \( s_{\text{RMSE}} \), unless otherwise stated.

One remedy to the second problem is to use a universally-accepted naïve reference model, so that \( s \) can be used—with appropriate caveats—to compare the accuracy of forecasts made across different locations or time periods. Skill score is built upon the notion that the forecast errors of a "no skill" reference method should sufficiently reflect the difficulty of the forecasting scenario. In business forecasting, random walk is often used as the reference, and the relative performance of the model of interest is gauged using the Theil’s U statistic, a concept similar to skill score (Makridakis et al., 2008). In meteorology, the so-called “climatology” is often used as the naïve reference (Jolliffe and Stephenson, 2012). In deterministic solar forecasting, one of the most popular naïve reference methods—for intra-hour and intra-day forecasts—is the clear-sky adjusted persistence, or simply, clear-sky persistence. Clear-sky persistence is conceptually different from the seasonal naïve method described in Makridakis et al. (2008). That is, persistence forecasts are made based on the clear-sky index, and then adjusted back to irradiance using the clear-sky irradiance at each forecast timestamp. The clear-sky model used in clear-sky persistence can effectively describe two seasonal cycles (a yearly cycle and a daily cycle) in an irradiance time series. Some alternative seasonality adjustment approaches are discussed in Appendix A. As for day-ahead solar forecasting, the 24-h persistence\(^{13}\) and the daily-average climatology are popular. In this paper, an additional naïve reference, namely, the optimal convex combination of climatology and persistence is introduced, which is guaranteed to outperform both individual reference methods. Such recommendation is addressed at length in Section 4.2.

### 2.3. The skill score defined by Marquez and Coimbra (2011)

The skill score is not limited to the verification of deterministic forecasts of continuous random variable. It is also used in verification of deterministic forecasts of binary events (e.g. Gilbert skill score or Doolittle skill score), multi-category events (e.g., Gandin and Murphy score), and probabilistic forecast verification (e.g., Brier skill score or CRPS skill score), as described by Jolliffe and Stephenson (2012). While the reader is referred to Jolliffe and Stephenson (2012) for more details on the skill score concept, the version proposed by Marquez and Coimbra (2011) needs to be discussed. In deterministic solar forecasting, their version is one of the most notable alternatives to the skill score defined in Eq. (4).

Marquez and Coimbra (2011) proposed their skill score, denoted here as \( s^* \), based on the concept of “uncertainty” (\( U \)) and “variability” (\( V \)):

\[
s^* = 1 - \frac{U}{V},
\]

(7)

where

\[
U = \sqrt{\frac{1}{N} \sum_{t=1}^{N} \left( \frac{f_t - x_t}{c_t} \right)^2},
\]

(8)

\[
V = \sqrt{\frac{1}{N} \sum_{t=1}^{N} \left( \frac{x_t - x_{t-1}}{c_{t-1}} \right)^2},
\]

(9)

and \( f, x, \) and \( c \) are forecast, observation, and clear-sky expectation, respectively. Marquez and Coimbra noted that the ratio between \( U \) and \( V \) can be approximated by the ratio of the RMSE of the model of interest and the RMSE of clear-sky persistence, i.e., \( s^* \approx 1 - \text{RMSE}(f, x) / \text{RMSE}(r, x) = s \). However, no detailed theoretical support was given in the different versions of that proposal (Marquez and Coimbra, 2011; Marquez and Coimbra, 2013; Coimbra et al., 2013). Instead, the approximation was demonstrated empirically, using results from several time series models.

By comparing \( s^* \) to \( s \) defined in Eq. (4), it is not apparent why the approximation between the two skill scores should hold. In fact, \( s \) is the RMSE skill score of irradiance (or solar power) forecasts, whereas \( s^* \) is the RMSE skill score of clear-sky index forecasts. Stated differently, the two scores verify different forecast quantities—the former verifies irradiance forecasts, and the latter verifies clear-sky index forecasts. However, upon careful analysis, one can arrive at this conclusion: if the \( x \) forecasting error and \( x \) reference forecast error are both independent of the clear-sky expectation, then \( s^* = s \), see Appendix B. That said, such independence assumption is almost always violated to a certain degree, due to the imperfect clear-sky model, high sensitivity to three-dimensional effects for broken clouds situations, and the high sensitivity to errors in the atmospheric turbidity. Therefore, the clear-sky index

\(^{12}\)It should be noted that Eq. (4) assumes the RMSE of the perfect forecast accuracy, \( A_p \), is 0. However, in almost all statistical forecasting frameworks, the models would assume some unpredictable white noise, i.e., non-zero RMSE even if a model perfectly describes the data-generating process. Hence, the assumption here is that the \( A_p \ll A_0 \), so that it can be neglected.

\(^{13}\)The term “24-h persistence” means the forecast at hour \( t \) on the day of interest is the same as the observation made at hour \( t \) on the previous day. If the typical operational forecast submission lead time is considered, the method rather needs to be referred to as “48-h persistence,” since the observations made two days prior to the operating day will be used as forecasts.
forecast errors are often larger for low solar elevations (Sengupta et al., 2015; Yang, 2020). Consequently, one only observes \( x^* \approx x \) in most cases.

2.4. Section summary

This section has discussed and put forward a few new concepts related to deterministic solar forecast verification. In general, there are two approaches for forecast verification, namely, the measure-oriented approach and the distribution-oriented approach. The goodness of forecasts contains three elements: (1) consistency, (2) quality, and (3) value. Particularly interesting is that the distribution-oriented approach can help forecasters assess the quality of their forecasts in a systematic way—by relating various aspects of forecast quality to different accuracy measures—so that they can be interpreted. This is discussed further in Section 3.

Whereas the distribution-oriented approach is primarily recommended for forecast analysis, i.e., to be used within a forecasting case study, the skill score is recommended for cross-work forecast comparison. It is important to note that the measure-oriented and distribution-oriented approaches are complementary and not substitutive. Skill score is computed based on the accuracy measure of a reference model that can sufficiently describe the difficulty (variability and uncertainty) of a forecast situation. It gauges the overall skillfulness of the forecaster. Considering the importance and economic consequences of inter-comparing a variety of forecasting models in practice, the RMSE skill score should be mandated and standardized. It should be noted that whenever climatology, persistence, or their combination is used in a solar forecasting context, it is intended to be applied to the clear-sky index, or other detrended variable of interest. However, the reference forecasts, i.e., \( \eta \) in Eq. (4), should be the original variable of interest, i.e., GHI, DNI, or PV power output. This is discussed further in Section 4.

3. Distribution-oriented approach for forecast verification

The distribution-oriented forecast verification framework is quite general. Before one starts to wonder what joint distribution has to do with forecast verification, most likely one has already used this framework. It is common to use a forecast—observation scatter plot to check forecast quality. One may draw some conclusions based on whether the point cloud is centered on the identity line, or how dispersed the scatter points are. In other cases, a forecaster may wish to check how the scatter points are distributed along the x-axis, or whether the spread of forecasts vary for different observation ranges. In fact, most forecast accuracy quantification—visually or through accuracy measures—are just summaries of the joint distributions, or equivalently, the marginal and conditional distributions. The relationship between joint, marginal, and conditional distributions of two random variables can be expressed using Bayes’ theorem. When these variables are the forecast and the observations, the same relationship is referred to as Murphy–Winkler factorization in meteorology (Murphy and Winkler, 1987).

Murphy–Winkler factorizations are:

\[
\begin{align*}
p(f, x) &= p(x|f)p(f), \\
p(f|x) &= p(f|x)p(x),
\end{align*}
\]

where \( p \) denotes distribution, \( f \) and \( x \) represent forecasts and observations, respectively. Eq. (10) is called the calibration–refinement factorization, whereas Eq. (11) is called the likelihood–base rate factorization.

The naming convention is quite intuitive. For example, the \( p(x|f) \) term in Eq. (10) describes the spread of the observations, given a particular forecast. For a good correspondence, the forecast is said to be calibrated or reliable. Mathematically, the forecasts are perfectly calibrated if \( \mathbb{E}(x|f) = \int p(x|f)dx = f \). The reader is referred to Table 3 for an interpretation of other conditional and marginal distributions, and to Murphy (1997) for a list of aspects of forecast quality.

Verifying the above conditional and marginal distributions is equivalent to verifying the joint distribution. For instance, given two sets of forecasts, \( f_1 \) and \( f_2 \), by comparing \( p(x|f_1) \) and \( p(x|f_2) \), one can conclude whether one set of forecasts is more reliable than the other; see Moskaitis (2008), Murphy et al. (1989) for case studies. Whereas linking the forecast distributions to aspects of forecast quality provides forecasters with insights regarding their forecasts, such results are easier to interpret if the different aspects of forecast quality can be quantified using measures. For instance, consider the bias–variance decomposition of MSE:

\[
\text{MSE} = \mathbb{E}(f - x)^2 = \mathbb{E}(f - x)^2 + \mathbb{E}(f - \mathbb{E}(f))^2 + \mathbb{E}(\mathbb{E}(f) - x)^2 + \text{uncorrelation},
\]

where the overhead braces show the representation of each term. In this decomposition, \( \mathbb{E}(f) \) and \( \mathbb{E}(x) \) are variances of forecasts and observations, respectively. Their values can be used as a proxy for measuring the similarity between \( f \) and \( x \). If the forecasts were perfect, the two marginal distributions would be exactly the same, and so would the variances. Similarly, the \( \mathbb{E}(x|f) \) term can be written as correlation, namely, \( \mathbb{E}(x|f) \mathbb{E}(x) \cos(\theta, x) \), which denotes the association between forecasts and observations. Lastly, the \( \mathbb{E}(f) - \mathbb{E}(x) \) term represents the squared unconditional bias, i.e., MBE. This example illustrates the complementarity between the measure-oriented approach (e.g., verification using MBE, correlation, or variance of the forecasts) and the distribution-oriented approach (analyzing the joint, conditional, and marginal distributions of forecasts and observations). Some of the widely used measures in solar forecasting, such as MBE, RMSE, or the Kolmogrov–Smirnov test integral, are related to their respective distributions in Appendix C.

Besides the bias–variance decomposition, MSE can also be decomposed following the calibration–refinement and likelihood–base rate factorizations:

\[
\begin{align*}
\text{MSE} &= \mathbb{E}(x) + \mathbb{E}(\mathbb{E}[f - \mathbb{E}(x|f)])^2 - \mathbb{E}[\mathbb{E}(x|f) - \mathbb{E}(f)]^2, \\
\text{MSE} &= \mathbb{E}(f) + \mathbb{E}[\mathbb{E}[x - \mathbb{E}(f|x)]^2] - \mathbb{E}[\mathbb{E}(f|k) - \mathbb{E}(f)]^2.
\end{align*}
\]

A derivation of those decompositions is shown in Moskaitis (2008). As annotated above the equations, different terms in the decomposed forms explain different aspects of forecast quality.

The type-1 conditional bias, \( \mathbb{E}[f - \mathbb{E}(x|f)]^2 \), indicates the degree of correspondence between the mean observation given a particular forecast and the conditioning forecast, i.e., calibration or reliability. Recall that perfect calibration is when \( \mathbb{E}(x|f) = f \), so the smaller this term is, the better. Resolution accounts for the difference between conditional and unconditional mean observation, which is reflected by \( \mathbb{E}[\mathbb{E}(x|f) - \mathbb{E}(x)]^2 \). If \( \mathbb{E}(x|f) = \mathbb{E}(x) \), it means the data samples have no resolution. Since it is desirable to have the generated forecasts to be followed by different observations (so that the forecasts are meaningful), this term should be maximized. This is also reflected by the negative sign in front of that term. The type-2 conditional bias,

---

\footnote{Formally, we call a function \( p(x, y) \) the joint distribution of random variables \( X \) and \( Y \) if \( p(x, y) \geq 0 \), \( \forall (x, y), \int_{\mathbb{R} \times \mathbb{R}} p(x, y)dydx = 1 \); and for any set \( \mathcal{A} \subset \mathbb{R} \times \mathbb{R}, P\{(X, Y) \in \mathcal{A}\} = \int_{\mathcal{A}} p(x, y)dydx, P\{(X, Y) \in \mathcal{A}\} \) denotes the probability of \((X, Y)\) in set \( \mathcal{A} \) (Wasserman, 2013).}

\footnote{However, having identical variances does not imply identical distributions; and having identical distributions does not imply the forecasts are perfect.}
<table>
<thead>
<tr>
<th>Distribution</th>
<th>Definition</th>
<th>Interpretation</th>
<th>(some specific methods of) quantification</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(A</td>
<td>f)$</td>
<td>(related to) calibration</td>
<td>A set of deterministic forecasts is perfectly calibrated if $E[x</td>
</tr>
<tr>
<td>$p(f)$</td>
<td>(related to) refinement, or sharpness</td>
<td>Refinement or sharpness is an aspect that usually applies only to probabilistic forecasts (Murphy, 1997). In deterministic forecast verification, if a forecaster produces the same forecast all the time, it is said to be completely unrefined. However, the complete refinement is difficult to define for deterministic forecasting (Murphy et al., 1989), but $p(f)$ has to be equal to $p(x)$ for perfect forecasts.</td>
<td>(1) Kolmogorov–Smirnov test statistic: $\max</td>
</tr>
<tr>
<td>$p(f</td>
<td>x)$</td>
<td>likelihood</td>
<td>If $p(f</td>
</tr>
<tr>
<td>$p(x)$</td>
<td>uncertainty, or base rate</td>
<td>If $p(x)$ is a fairly peaked distribution, the scenario has relatively small uncertainty (and thus easier to forecast) as compared to a scenario where $p(x)$ is fairly uniform.</td>
<td>(1) discrimination 1, or type-2 conditional bias: $E[x - E[f</td>
</tr>
</tbody>
</table>

$E[x - E[f|x]]^2$, indicates the degree of correspondence between the mean forecast given a particular observation and the observation. Naturally, this term should be as small as possible. Lastly, discrimination denotes the difference between the conditional and unconditional mean forecasts, i.e., $E[f|x] - E[f]$, which indicates how forecasts are differentiated for different observation values. This terms needs to be maximized.

The numerical evaluation of these decomposed factors can be difficult. When Murphy and Winkler (1987) proposed these decompositions, a binary $x$ was used in their case study, which greatly simplifies the computation. In Moskaitis (2008), the evaluation was performed by discretizing the continuous random variable—tropical cyclone intensity—into bins. Recently, Yang and Perez (2019) used kernel conditional density estimation (KCDE) to estimate the conditional expectations, namely, $E[x|f]$ and $E[f|x]$, which removes the dependency on binning. The code for the KCDE-based approach is available in the supplementary material of that paper.

In contrast to numerical evaluation of Eqs. (13) and (14), visual inspection is more straightforward and enables a forecaster to appreciate the properties of the forecasts in great detail. In general, visualizing the error distribution is a powerful way of communicating the performance of a model. In line with the Murphy–Winkler factorizations, an $x$-$f$ scatter plot displays the joint distribution between observations and forecasts, and allows for visualizing the marginal distributions as well as specific conditional distributions.

To exemplify the forecast verification procedure discussed in this section, a case study is presented. Fig. 3 shows the joint and marginal distributions of 24-h-ahead hourly forecasts of global horizontal irradiance (GHI) produced by the North American Mesoscale (NAM) forecast system against the observations collected by the Surface Radiation Budget Network (SURFRAD), at two locations with distinct climate over a period of two years. Whereas the joint distribution at the Desert Rock (DRA) station has approximately equal probabilities on both sides of the diagonal, the forecasts at the Penn. State Univ. (PSU) station over-predict GHI, i.e., the probability density is higher above the diagonal, where $f > x$. A closer examination of the 2D kernel density contours reveals that the NAM forecasts at DRA drift slightly below the identity line for high-irradiance conditions. For mid- and low-irradiance conditions at DRA, the forecasts are slightly above the identity line. This observation warrants an irradiance-condition-based post-processing treatment. Similar observations can be made for forecasts at PSU.

The histograms shown in Fig. 3 denote marginal distributions, $p(f)$ (to the right) and $p(x)$ (on the top). Since the shape of the histograms depends largely on bin width, different choices may affect the forecaster’s judgment differently. In this regard, overlaying the empirical cumulative distribution functions (ECDFs) of $f$ and $x$ could be useful at

Fig. 3. Joint and marginal distributions of 24-h-ahead hourly NAM forecasts and SURFRAD observations at (a) Desert Rock, Nevada (36.624°N, 116.019°W), and (b) Penn. State Univ., Pennsylvania (40.720°N, 77.931°W), from 2015 to 2016. The contour lines show the 2D kernel densities.
Fig. 4. Marginal distributions of forecasts and observations described in Fig. 3.

times. Fig. 4 demonstrates such plots using the same data. Visually, the ECDFs of forecasts and observations at DRA align better than those at PSU. At PSU, \( f \) is stochastically greater than \( x \) (the ECDF of \( f \) lies below and hence to the right of that for \( x \)). Formally, the Kolmogorov–Smirnov test computes the statistic 
\[
D_n = \max_{f(x)} |F_n(f) - F_n(x)|,
\]
where \( F_n(f) \) and \( F_n(x) \) are the empirical cumulative distribution functions of forecasts and observations, respectively. In the present case, Kolmogorov–Smirnov tests conducted at the two stations both reject the null hypothesis—the two distributions are equal—at a significance level of 0.05.

As compared to joint and marginal distributions, the visualization of conditional distributions is more challenging. Whereas some authors plot the individual quantiles or use box plots to represent the distributions, ridgeline plots are employed here, see Fig. 5. In this plot, \( p(x|f) \) and \( p(f|x) \) at both stations are represented using overlapping lines, which create the impression of a mountain range. Fig. 5 (a) and (c) reveal that \( p(x|f) \) is mostly centered on the forecast value, i.e., \( E(x|f) \) is close to \( f \), indicating small type-1 conditional bias in NAM forecasts. On the other hand, type-2 conditional bias is found to be significant for high values of \( x \), see \( p(f|x) \) for \( x = 1050 \text{ W/m}^2 \) in Fig. 5 (b) and (d).

The distribution-oriented verification technique is often...
complemented with *summary measures* of the different aspects of forecast quality. Table 4 shows the quantification of these aspects using the bias–variance decomposition and Murphy–Winkler factorization, as stated in Eqs. (12)–(14). Note that the decomposed terms listed in Table 4 do not add up exactly to MSE, due to the uncertainty introduced during KCDE. Such discrepancy is however small, and thus does not affect this analysis. In terms of correlation, a higher $\rho = 0.94$ is observed at DRA as compared to 0.85 at PSU, indicating a better association between forecasts and observations at DRA. The square of unconditional bias, $|E(f) - E(x)|^2$, is also significantly smaller at DRA, agreeing with the earlier observation made using the joint distribution plots. Since a smaller type-1 conditional bias, $E[f - E(x)f]^2$, means higher calibration—the forecasts at DRA are more reliable than those at PSU. Similarly, smaller type-2 conditional bias, higher resolution, and higher discrimination observed at DRA all lead to the conclusion that the NAM forecasts at DRA have better forecast quality than those at PSU. This conclusion confirms what could be expected because of the much cloudier climate of the latter station.

Based on the case study above, it is evident that the distribution-oriented forecast verification is useful in assisting forecasters to make informed decision based on forecast quality. In other cases, the same methodology can be applied to compare forecasts made using different methods, thus providing more information than using MSE values alone. This verification procedure leads to more meaningful conclusions than statements such as “the MSE at location A is smaller than that at location B, and thus the forecasts at location A are better.” Nevertheless, should one wish to examine the relative accuracy gain from the reference method, the quantification of aspects of forecast quality can be carried out with the reference forecasts, namely, the optimal convex combination of climatology and persistence, as exemplified in Table 5. Comparing the two tables, it is obvious that in the case of NAM, the NWP-based model dominates the 24-h persistence in all aspects except for the unconditional and type-1 conditional bias. Nonetheless, such bias in NWP forecasts can be trimmed with regression-based post-processing, and thus does not affect one’s confidence in opting for the NAM model.

To promote the uptake of this distribution-oriented approach, data and code for reproducing all results appeared in this section are provided in Appendix D.

4. Recommendations and practical concerns

The traditional measure-oriented approach is complemented by the distribution-oriented approach. The two approaches reflect different aspects of forecast quality and help forecasters analyze their forecasts. Generally, forecasters are encouraged to use any meaningful measure to gauge their forecasts. Ultimately, however, a “one-number summary” of forecasts is still highly desirable, especially when scientists bring their forecasts to non-technical personnel, e.g., sales persons, politicians, or the general public. Therefore, in this section, some recommendations and practical concerns regarding the use of skill scores are discussed.

4.1. MBE-, MAE, or RMSE-based skill score?

The selection of RMSE to evaluate the skill score was made in Section 2.2.3. The arguments for that choice are presented in this section. The skill score belongs to the class of relative measures (Hyndman and Koehler, 2006), which means that a scale-dependent measure is needed for its computation. Since MBE, MAE, and RMSE are currently the most popular metrics (Yang et al., 2018), the discussion below considers all these options.

MBE is defined as $E(f - x)$, or equivalently, $E(f) - E(x)$. An opposite definition, $E(x - f)$, also exists in the statistics literature, which can be confusing. The latter definition originated from how a predictive model is constructed (see Makridakis et al., 2008). Defining the MBE to be “forecast minus observation” is more natural for solar forecasting, since an over-prediction (where forecasts are, on average, higher than observations) corresponds to a positive MBE, and an under-prediction corresponds to a negative MBE. MBE describes unconditional bias, and most statistical forecasting methods have MBE → 0. State-of-the-art operational solar forecasts would have some form of bias correction implemented, e.g., model output statistics (MOS). Therefore, having small MBE is more of a baseline requirement, rather than a credit-worthy feature among state-of-the-art forecasts. Furthermore, the MBE of the reference forecasts from clear-sky persistence has an expectation of zero, and thus makes the skill score undefined. To that end, MBE is unsuitable for skill score computation.

The main difference between MAE, defined as $\sqrt{E((f - x)^2)}$, and RMSE, defined as $\sqrt{E[(f - x)^2]}$, is that the latter penalizes large errors while the former gives the same weight to all errors. Since large errors are particularly concerning for grid integration of solar power (e.g., a loss of load becomes more likely), RMSE is more suitable when a set of forecasts contain several large errors, which is usually the case for solar forecasts. From that standpoint, the percentage improvement in RMSE, in the form of $s$, might attract more interests than the MAE skill score.

---

*16 One should distinguish relative measure from measure of relative error. The former performs division after the primary measure is computed, i.e., $F(S[f, x])/F[S(r, x)]$, whereas the latter performs averaging on relative errors, i.e., $E(S[f, x]/S(r, x))$, where $S$ is a scoring function.

*17 For a regression model, $y = g(x) + e$, where $y$ is the response, $x$ is the regressor, and $e$ is in fact $E[y - g(x)]$, or observation minus prediction.
The second reason for using the RMSE skill score is related to the distribution-oriented forecast verification. The Murphy–Winkler MSE factorization has been recommended for forecast analysis in the previous section. As a result, RMSE values become readily available if the various aspects of forecast quality are quantified. It must be highlighted that in the field of meteorology, and many other fields such as statistics, researchers generally do not distinguish “RMSE” and “MSE” in their writing (Jolliffe and Stephenson, 2012), simply because RMSE and MSE differ only by a square root. Nonetheless, they should not be mixed up during skill score computations, as evidenced by the example given in Section 2.2.3.

Lastly, the popularity of RMSE is higher than that of MAE, not only in solar forecasting, but in other forecasting domains as well. Gneiting (2011) found that the usage of RMSE in four related domains, namely, forecasting, statistics, econometrics, and meteorology, dominates as compared to MAE. Whereas the precise reasons are unknown, it is hypothesized that consistency might be one of the main reasons, since there are more models minimizing MSE than minimizing MAE. Additionally, squares are more amenable than absolute values in many mathematical operation (Chai and Draxler, 2014). Hence, for this and the above reasons, the RMSE skill score is recommended in deterministic solar forecasting.

### 4.2. Climatology, persistence, or their convex combination?

There are different definitions of what constitutes a climatology method. Murphy (1988) considered single-valued internal climatology, multiple-valued internal climatology, single-valued external climatology, and multiple-valued external climatology—each resulting in a different skill score expression. Whereas “single-valued” refers to methods that issue a single forecast for all occasions, “multiple-valued” methods issue different forecasts based on some conditional variables (e.g., one value for each season). The definitions of “internal” and “external” are based on whether the reference forecasts are derived directly from the n samples being verified, or derived from historical samples that are not included in the n samples. For instance, given an experimental period of one year, the sample mean, \( E(x) \), of all daytime observations in that year, is called the internal single-valued climatology forecast. Under this definition, the MSE of single-valued internal climatology is simply the sample variance, i.e.,

\[
\text{MSE}_c = E[(x - \bar{x})^2] = \text{V}(x). \tag{15}
\]

It might be however argued that the multiple-valued climatology would be more appropriate when the forecasts of interest are to be evaluated over a time period longer than a month or a season (Murphy, 1988). For instance, such a climatology forecast is typically constructed for each month or each season. In the most extreme cases, the forecasts issued by multiple-valued climatology could be constructed in a rolling manner, with the averaging window equal to the forecast horizon. For example, in a day-ahead scenario of hourly GHI forecasts, one would use the averaged observed clear-sky index from the last available day as the “climatological” forecasts for each hour of the next day. This day-ahead reference method has been used by Beyer et al. (2009), Perez et al. (2013) among others and has been experimentally validated by Yang (2019c). However, due to the many choices in constructing multiple-valued climatology forecasts, recommending the multiple-valued climatology defeats the purpose of standardizing the reference method used in solar forecasting. For this reason, the multiple-valued climatology will not be discussed further in this article.

On the other hand, Murphy (1992) defined the persistence forecast as a forecast based solely on the value of the variable of interest at an initial time. Given a forecast horizon, \( h \), the MSE of \( h \)-step-ahead persistence can be written as:

\[
\text{MSE}_p = E[(x_{t+h} - x_t)^2] = 2(1 - \gamma_h)\text{V}(x), \tag{16}
\]

where \( \gamma_h \) is the lag-\( h \) autocorrelation function. By comparing \( \text{MSE}_p \) to \( \text{MSE}_c \), it is obvious that the relative performance of single-valued internal climatology and \( h \)-step-ahead persistence depends on \( \gamma_h \). When \( \gamma_h < 0.5, \text{MSE}_c < \text{MSE}_p \) When \( \gamma_h > 0.5, \text{MSE}_c > \text{MSE}_p \). The two MSEs are equal if and only if \( \gamma_h = 0.5 \).

To ensure that the value of \( \gamma_h \), which depends on the association among observations at lag \( h \), does not affect a forecaster’s choice of reference method, one can consider a convex combination of the two. The combined forecast is \( \alpha x_{t+h} + (1 - \alpha)E(x) \). The optimal value of \( \alpha \) can be obtained by differentiating the MSE of the climatology–persistence combination method, and equating it to zero, i.e., \( d\text{MSE}_{cp}/d\alpha = 0 \). It is straightforward to see that the optimal \( \alpha \) is simply \( \gamma_h \), i.e., \( \alpha = \gamma_h \). The MSE of the optimal convex combination of single-valued internal climatology and \( h \)-step-ahead persistence is thus:

\[
\text{MSE}_{cp} = E[(x_{t+h} - x_t)^2] = \text{V}(x) + (1 - \gamma_h)\text{V}(x) - 2\gamma_h\text{cov}(x_{t+h}, x_t)
\]

\[
= (1 - \gamma_h)^2\text{V}(x), \tag{17}
\]

where \( \text{cov} \) denotes the covariance. By comparing the expression of \( \text{MSE}_p \) to \( \text{MSE}_c \), and \( \text{MSE}_{cp} \), it is apparent that \( \text{MSE}_{cp} = (1 - \gamma_h)^2\text{MSE}_c \) and \( \text{MSE}_{cp} = [(1 + \gamma_h)/2]\text{MSE}_p \). Since \( -1 < \gamma_h < 1 \), one obtains \( \text{MSE}_{cp} < \text{MSE}_c \) and \( \text{MSE}_{cp} < \text{MSE}_p \), with equality only when \( \gamma_h = 0 \) and \( \gamma_h = 1 \). Consequently, the RMSE of the climatology–persistence combination is always smaller or equal to that of either reference method, that is,

\[
\text{RMSE}_{cp} < \text{RMSE}_c, \text{RMSE}_p. \tag{18}
\]

This condition is a powerful support for choosing the climatology–persistence combination as the standard reference method in deterministic solar forecasting. This choice has been discussed by Yang (2019b, 2019c), with extensive empirical validation, for intra-hour, intra-day, and day-ahead scenarios.

### 4.3. Choice of the clear-sky model

Although it should be obvious at this point, it is re-emphasized that the naïve reference methods in solar forecasting always operate on clear-sky index. A clear-sky radiation model is thus needed to convert all-sky irradiance to clear-sky index and back. When developing forecasts using an NWP model, chances are the model can output the ideal clear-sky irradiance at regular time steps. When these direct outputs are not available, one of the many clear-sky radiation models that are available must be selected and run separately. Several extensive reviews on those models that are typically used in solar applications have been published recently (e.g., Sun et al., 2019; Antonanzas-Torres et al., 2019; Ruiz-Arias and Gueymard, 2018b). The best such models are simpler, but also faster, than those used in NWP models, while providing surface irradiance estimates of similar accuracy.

One particular issue is that most of the high-performance clear-sky models require several inputs, such as total column ozone amount, precipitable water, aerosol optical depth, or aerosol single-scattering albedo. Most generally, these quantities are not observed locally and must be sourced from remote-sensing or reanalysis databases. The process of obtaining such data at the proper temporal resolution from the highest-quality sources is not easy and may appear intimidating to non-experts. On the other hand, very simple radiation models that require only a few undemanding input variables usually have too limited performance for serious work (Gueymard, 2012). Therefore, the McClear model (Gschwind et al., 2019; Lefèvre et al., 2013) might be the best choice for solar forecasters, at least if they do not need to delve
into the distant past (since the model delivers data only after 2004-01-01). Being a physical model based on radiative transfer, the performance of McClear is among the best (Ruiz-Arias and Gueymard, 2018a; Sun et al., 2019). McClear is conveniently available as a web service\(^\text{18}\) that delivers its predictions at five different time scales (1 min, 15 min, hourly, daily, and monthly) for all locations in the world, and for 2004-01-01 up to two days ago.\(^\text{19}\) The R package “camsRad” is also freely available, and offers access to McClear through an API. The only limitation of McClear comes from its spatio-temporal resolution constraints, imposed by the reanalysis data it uses as its main inputs: 0.5° in both latitude and longitude on a 3-hourly basis.\(^\text{20}\) Hence, over complex terrain (e.g., mountains) or during fast-changing atmospheric conditions (e.g., dust storms), the McClear predictions might significantly differ from the actual situation at any specific site within its defining 0.5° x 0.5° pixel. In such cases, the forecaster would have the burden of appropriately correcting the clear-sky predictions.

4.4. Some seemingly trivial implementation issues

Forecast verification must be based on appropriate out-of-sample tests (see Tashman, 2000, for a review on various test designs). There are several seemingly trivial implementation issues such as data trimming, normalization, counting nighttime hours, and data aggregation, that can strongly affect the verification results.

Data trimming refers to quality control (QC) applied to experimental data prior to forecasting and verification. Owing to factors such as measurement uncertainty or irradiance modeling error, experimental data often contain spurious values. There is no universally-accepted QC procedure (Gueymard and Ruiz-Arias, 2016), but recommended QC methods for surface radiation measurements (Long and Shi, 2008; Garcia et al., 2014) and PV power output (Killingler et al., 2017) do exist. Recently, owing to the advances in remote-sensing technology, satellite-derived irradiance products have been shown to help perform QC on irradiance measurements (Urraca et al., 2017; Perez et al., 2017).

As statistical and machine-learning software packages become more powerful, details of implementation are now more opaque to forecasters. Therefore, forecasters should check the output of each step during forecasting, responsibly, to prevent spurious data from entering the final verification stage. To ensure forecast verification is performed with reasonably trimmed data, visual inspection as outlined in the previous section is necessary. It is however noted that data trimming based on forecast error is not recommended. One should not remove a forecast-observation pair just because it produces a large error; instead, the cause behind it should be investigated.

In parallel, there is also no well-accepted answer to the question “whether the nighttime hours should be included during validation.” Inclusion of nighttime hours would make the overall error smaller, since the forecasts—0 W/m\(^2\)—are perfect during those hours. Hence, nighttime data should always be excluded from verification. This could be ensured by using a zenith angle filter of <85°—a provision that also removes low-sun situations during which measurements are less accurate and irradiance is too low to be of significance in solar power applications. Nonetheless, special care is needed when using the filtered data. For instance, the sample average used in single-valued internal climatology should be based on the filtered data, whereas the lag-h autocorrelation should be computed based on the unfiltered data, to preserve the temporal spacing of the original clear-sky index time series.


\(^{19}\) This two-day lag makes it unsuitable for operational forecast verification. Nonetheless, during forecast verification, one is only interested in analyzing the long-term behavior of different models, so that this lag may not be of concern.

\(^{20}\) This resolution has changed over time. For example, the resolution of aerosol optical depth has changed from 1.125° in 2004 to 0.4° in 2016.

In state-of-the-art solar forecasting, it is common to have more than one data source involved (e.g., ground measurements, satellite-derived irradiance, reanalysis data, NWP output, or PV output). Even in the case of verifying NWP forecasts only, one often desires to compare them to ground-based measurements. The issue of data aggregation naturally comes into play because the ground-based measurements are usually at a higher temporal resolution (e.g., 1 min) than the NWP output (e.g., hourly). A related issue is caused by occurrences of data gaps in the data stream. This is a relatively frequent issue, caused by either instrument malfunction or detection of incorrect or suspicious data by the QC procedure. Data gaps create a difficulty when attempting to obtain hourly or daily averages. Some gap-filling or statistical methods do exist, however, to limit the resulting uncertainty in the temporal means.

There are three averaging schemes to aggregate a high-temporal-resolution time series into a low-temporal-resolution one, namely, floor, ceiling, and round. A floor aggregation means that the data within a time interval are aggregated to the earliest timestamp in that interval, e.g., 1-min data points between 1:00 to 2:00 are aggregated and stamped as 1:00. Similarly, the ceiling-aggregation scheme stamps the aggregated data with the last timestamp of an interval, and the round-aggregation scheme collapses the data to the center timestamp of an interval. Experimental irradiance data may follow any one of these conventions (Polo et al., 2019), which compiles matters. It is obvious that inappropriate data aggregation creates temporal misalignment between different datasets. This in turn may artificially amplify forecast errors (see Fig. 1 in Yang, 2018). To select the correct data-aggregation scheme, it is necessary to understand how each dataset is produced. In other words, one must always read the data documentation. For instance, most radiometric networks use the ceiling convention, with the notable exception of the Baseline Surface Radiation Network (BSRN), which uses the floor convention. Satellite-derived irradiance and some NWP outputs have a “snapshot” nature, and the round-aggregation scheme is appropriate. In the case of reanalysis, the data often represent the condition over the past hour, and the ceiling-aggregation schemes are appropriate.

4.5. Irradiance to PV power output conversion issues

As discussed at the beginning, solar forecasting refers to both solar irradiance forecasting and solar power output forecasting. Given the fact that most modern solar forecasting methods leverage heavily on exogenous input, such as camera, satellite, or NWP data, time series methods are less frequently published (Yang, 2019a). In this regard, most researchers would take a two-step procedure to forecast solar power output: (1) forecast solar irradiance, and (2) convert the irradiance forecasts to power forecasts. For a fair comparison of forecasts, specific plant attributes need to be considered.

In the case of PV power plants, the panels are usually installed on a surface tilted at an angle close to the site’s latitude, or with single- or double-axis trackers, to maximize the annual electricity production. Consequently, the variability of solar irradiance on the plane of array (POA) is often higher than that on a horizontal surface, due to the larger swing of irradiance. On the other hand, the physical size of the PV power plant should also be considered, because a PV plant behaves as a low-pass filter whose cut-off frequency depends on its size. In addition to this, due to the well-known geographical smoothing effect (Lave et al., 2012), the total output of a utility-scale PV power plant or a cluster of PV plants has less variability. Generally, areal forecasts are more accurate than the forecasts made for a point location (Yang et al., 2017). The reader is referred to Lohmann (2018) for a short review on spatio-temporal variability of solar irradiance, and to Perpiñán et al. (2013), Marcos et al. (2012) for analyses on power fluctuations in a large PV plant and a cluster of PV plants, respectively.

To convert the irradiance into PV power, three classes of models are often used, namely, separation models (Gueymard and Ruiz-Arias, 2016), transposition models (Yang, 2016), and irradiance-to-power...
conversion models (see Fig. 1 in Li et al., 2017). Separation models seek to estimate the DNI and DHI components from GHI; they are only needed if both DNI and DHI are unavailable. In the recent work by Yang and Boland (2019), several state-of-the-art separation models were compared, and the Yang2 model was shown to be one of the most accurate separation models. This result was later confirmed by Blaga (2019). On the other hand, transposition models convert horizontal irradiance components to the POA irradiances, and the Perez1990 model (Perez et al., 1990) is commonly regarded as one of the best-performing transposition models (Yang, 2016). Lastly, based on the POA irradiance and other parameters such as ambient or module temperature, the power output from a PV plant with known attributes can be predicted fairly accurately.

Although these modeling steps usually have a much higher accuracy than forecasting, their uncertainties have to be considered during forecast verification. Generally, due to cancellation of errors, the overall error of PV power forecasting is almost always smaller than the algebraic sum of errors in each step (forecasting, separation, transposition, and irradiance-to-power conversion). It is therefore of interest to study such error propagation, see Urraca et al. (2018), Almeida et al. (2017) for some preliminary findings. With the verification framework discussed earlier, the Murphy–Winkler factorizations could be applied to each of the steps, and thus provide new insights to solar engineers. Lastly, it is worth noting that the baseline method for irradiance-to-power conversion is widely available in software packages, such as the System Advisor Model, PVsyst, or pVlib. These software packages take irradiance time series (e.g., typical meteorological year data) as input, and output PV power time series using the system specifications provided by users. For forecast verification purposes, one can feed the forecast irradiance time series, and obtain the corresponding forecast power time series. That said, emerging issues, such as lack of spectral and angular details in irradiance input (Lindsay et al., 2020) or the effect of cloud-enhancement phenomenon on PV power plants (Jarveli et al., 2020), are not yet being considered in these software packages, leaving room for improvements.

5. Conclusion

The increasing amount of solar forecasting research calls for harmonization of forecast verification measures and methods among researchers. This paper has discussed a wide spectrum of issues relevant to verification of deterministic solar forecasts. The final recommendations are listed as follows.

- The distribution-oriented approach to forecast verification can be used for forecast analysis. Since the joint distribution contains all time-independent information relevant to verification, it is more general than the traditional measure-oriented approach. It is recommended to use the distribution-oriented approach to visualize and quantify forecast quality.

- Bias–variance factorization and Murphy–Winkler factorizations link various qualitative aspects of the skillfulness of the forecasts (such as uncertainty, reliability, resolution, association, or discrimination) to quantitative measures. These decomposed measures provide forecasters with realistic and insightful assessments of the forecast verification problem, which essentially has a multifaceted nature.

- Small MBE is a prerequisite of all solar forecasts and therefore not a critical metric to judge forecast quality.

- When the normalized errors are reported, it is necessary to also tabulate the normalization values, such as the mean irradiance values.

- Generally, forecasters are encouraged to use any meaningful measure to gauge their forecasts. However, if a chosen measure is inconsistent with the given forecast directive, it might be inappropriate in theory.

- The RMSE skill score based on the optimal convex combination of single-valued internal climatology and h-step-ahead clear-sky persistence is strongly recommended in all solar forecasting studies. The skill score denotes the relative improvement of a model of interest from the reference method, and it can be used to compare forecasts produced in different works. Nonetheless, the skill score only provides an overall idea, so that the distribution-oriented approach is still required.

- Implementation issues are important for the final interpretation of forecast accuracy. Nighttime data should be excluded from forecast verification. Special care is needed during data trimming and aggregation, as a result of the necessary quality control and data gap-filling processes.

- As forecasting workflows are getting more and more complex, it is advised to perform sanity checks throughout the course of producing forecasts. To ensure the worldwide uptake of any proposed forecasting model, source code and data should be made available whenever possible. Without reproducibility, it would be cumbersome—if not impossible—to verify the reported forecast performance.
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Appendix A. On seasonal adjustment of reference forecasts

In the simplest case, persistence, by definition, uses the most recent observation available as forecasts for all horizons. Such forecast is also sometimes referred to as “random walk” (i.e., $\varepsilon_t = r_{t-1} + \varepsilon_t$), or “no change” forecast. In the case of solar irradiance forecasting, raw persistence forecasts should be the most recent observed irradiance. Notwithstanding, given the bell-shaped diurnal transient of irradiance caused by the Sun’s apparent movement, it is important to take such seasonality into consideration. Makridakis et al. (2008) noted that seasonally adjusted persistence can frequently do much better than the raw persistence. So the question is “how is it best to adjust for seasonality?”.

Besides using the clear-sky irradiance, one can use the extraterrestrial irradiance (the irradiance at the top of the atmosphere) for adjustment. The ratio between surface and extraterrestrial GHI is known as clearness index, $k$. In other words, the persistence is performed on clearness index, namely, $r_{s+1} = x_t \cdot k_{s+1}/k_t$. Both clear-sky persistence and clearness persistence adopt a multiplicative seasonality modeling approach. A particular problem with multiplicative seasonality is that during sunrise and sunset (small solar elevation angle), both the clear-sky index and clearness index can become quite large, owing to the measurement uncertainty and the inaccuracy in the clear-sky models, and thus the forecast errors can be large at those times. To exclude those undesirable forecasts that may severely distort the error metrics, solar forecasters usually apply a zenith angle filter, e.g., zenith angle <85°, before error computation. Alternatively, one can opt for an additive seasonality modeling, e.g., $r_{s+1} = x_t - c_t + r_{s+1}$. However, the remainder series (i.e., $x_t - c_t$) in this case is still heteroscedastic.
Alternatively, one can also use a “cloudiness index” where the reference forecast is referred to as “smart persistence” by Iman et al. (2015). This reference model includes the effects of air mass, aerosols, turbidity, i.e., every major atmospheric effect except that of clouds. Because the timescale for turbidity variations is much larger than the timescale for cloud-cover variations, the cloudiness index offers an excellent reference for short-time forecasts. Any skill calculated over the cloudiness-index persistence measures the ability to capture cloud cover changes over short periods of time, and thus the qualifier “smart”. Note that skills reported over smart persistence are necessarily lower than skills reported over clear-sky persistence. This is because it is virtually impossible for a forecast to improve over smart persistence under cloudless skies, since the smart persistence reference model includes all effects of diurnal variability (solar zenith angle) and columnar optical depths of water vapor and aerosols. These types of smart persistence reference forecasts are typically updated sub-hourly (Iman et al., 2015; Reno and Hansen, 2016).

The literature on the treatment of seasonal and multi-seasonal (e.g., diurnal and yearly cycles in solar irradiance) time series is rich. Chapter 3 of Makridakis et al. (2008) provides details on various statistical techniques for time series decomposition. In the solar forecasting literature, various techniques, such as Fourier series, exponential smoothing, STL decomposition, additive clear-sky decomposition, or smoothed clear-sky decomposition, have also been extensively explored (e.g., Dong et al., 2013; Yang et al., 2015; Voyant and Notton, 2018). However, as compared to the clear-sky persistence, these methods usually require more steps, which may be a reason for their limited uptake. Since the main goal of seasonally-adjusted persistence is to construct a better reference model than raw persistence, clear-sky persistence offers a good trade-off between implementation difficulty and baseline accuracy.

Appendix B. On equivalence of $s^*$ and $s$

Denoting the clear-sky index forecasts of interest, reference forecasts, and observations using $\psi$, $\rho$, and $\kappa$, respectively, one can write: $\psi_i \equiv f_i/\psi_i$, $\rho_i \equiv f_i/\rho_i$, and $\kappa_i \equiv x_i/\kappa_i$. For 1-step-ahead clear-sky persistence, $\eta = x_{t-1}/\kappa_{t-1}$, hence, $\rho_i = x_{t-1}/\kappa_{t-1}$. Eqs. (8) and (9) can then be written as:

$$U = \frac{1}{N} \sum_{i=1}^{N} (\psi_i - \kappa_i)^2 = \text{RMSE}(\psi, \kappa),$$

(B.1)

$$V = \frac{1}{N} \sum_{i=1}^{N} (\rho_i - \kappa_i)^2 = \text{RMSE}(\rho, \kappa).$$

(B.2)

Therefore, $s^* = 1 - \text{RMSE}(\psi, \kappa)/\text{RMSE}(\rho, \kappa)$ is the RMSE skill score of clear-sky index forecasts, with 1-step-ahead persistence reference.

Suppose a perfect clear-sky model exists, which explains all influences of atmospheric constituents but those from clouds, then one can say that the clear-sky index is independent of the clear-sky expectation, i.e., $\psi \perp \kappa$. Hence, any forecast error, $\epsilon = \psi - \kappa = g(\kappa) - \kappa$, where $g$ is a function to produce $\kappa$ forecast, is also independent of $\kappa$, i.e., $\epsilon \perp \kappa$. From the properties of independence, it immediately follows that:

$$\mathbb{E}(c^2 \epsilon^2) = \mathbb{E}(c^2) \mathbb{E}(\epsilon^2).$$

(B.3)

That is:

$$\text{MSE}(f, \kappa) = \mathbb{E}(c^2) \text{RMSE}(\psi, \kappa).$$

(B.4)

Stated differently, if $\kappa \perp \epsilon$, the MSE of clear-sky index forecasts and that of irradiance forecasts are scaled by a factor of $\mathbb{E}(c^2)$. Equivalently,

$$\text{RMSE}(f, \kappa) = \sqrt{\mathbb{E}(c^2)} \cdot \text{RMSE}(\psi, \kappa).$$

(B.5)

Since $g$ is any function, the result also applies to the reference $\kappa$ forecast. Then,

$$s^* = 1 - \frac{\text{RMSE}(\psi, \kappa)}{\text{RMSE}(\rho, \kappa)} = 1 - \sqrt{\mathbb{E}(c^2)} \cdot \frac{\text{RMSE}(\psi, \kappa)}{\sqrt{\mathbb{E}(c^2)} \cdot \text{RMSE}(\rho, \kappa)} = 1 - \frac{\text{RMSE}(f, \kappa)}{\text{RMSE}(r, \kappa)} = s.$$

(B.6)

That said, it should be clearly noted that the assumption $\kappa \perp \epsilon$ is not valid in all cases (Yang, 2020). This is because even the best clear-sky models could not completely explain the atmospheric effects on radiation. Hence, when there is some degree of dependence between $\kappa$ and $\epsilon$, one can only observe $s^* \approx s$, as empirically shown by Marquez and Coimbra (2011, 2013), Coimbra et al. (2013). This issue deserves future attention; the reader is referred to Yang (2020) for a discussion on stationarity of $\kappa$.

Appendix C. Links between measure-oriented and distribution-oriented forecast verification approaches

The rule of the lazy statistician states (Wasserman, 2013): Let $y = g(x)$, then

$$\mathbb{E}(y) = \mathbb{E}[g(x)] = \int g(x) dF(x) = \int g(x) p(x) dx.$$  \hspace{1cm} (C.1)

The two-variable case is handled in a similar way: Let $z = g(x, y)$, then

$$\mathbb{E}(z) = \mathbb{E}[g(x, y)] = \int g(x, y) dF(x, y) = \iint g(x, y) p(x, y) dxdy.$$  \hspace{1cm} (C.2)

This rule links the joint distribution to a large collection of error metrics. For example, MBE, MAE, and RMSE can be written as:

$$\text{MBE} = \mathbb{E}[(f - x)] = \iint [(f - x) p(f, x) dx dy],$$

(C.3)

$$\text{MAE} = \mathbb{E}[(f - x)] = \iint |f - x| p(f, x) dx dy,$$

(C.4)
RMSE = \sqrt{\frac{1}{n} \sum (f - \bar{x})^2} = \left[ \int \int (f - x)p(f, x)dx \right]^{1/2}.

(C.5)

Similarly, it is possible to express nMBE, nMAE, nRMSE, maximum absolute error, mean average percentage error, etc., in this form. Hence, it is clear that all these metrics are just different ways of summarizing the joint distribution.

In the report by Beyer et al. (2009), four metrics based on the Kolmogrov–Smirnov test were proposed, namely, the Kolmogrov–Smirnov test integral (KSI), the OVER index, KSE (linear combination of KSI and OVER), and RIO (sum of KSD and RMSE, divided by 2). For instance, KSI calculates approximately the area between the ECDFs of \(\hat{f}\) and \(f\), whereas OVER calculates the area of those instances between the two ECDPs that exceed a critical value at 99% level of confidence. While the definitions of these metrics might deviate from the usual statistical measures (such as the Wassermann distance), they actually constitute an early attempt by solar engineers to summarize the differences between marginal distributions of \(f\) and \(x\).

Lastly, Section 3 demonstrates several ways of summarizing the conditional distributions. In these cases, the summaries would also require marginal distributions. More specifically, the type-1 conditional bias and resolution are summaries of \(p'(f|x)\) and \(p(f|x)\), whereas the type-2 conditional bias and discrimination are summaries of \(p(f|x)\) and \(p(x)\) (Murphy, 1997).

The remaining open questions, such as “are there better ways of summarizing these distributions,” “which summaries allow cross-work forecast comparison,” “how to analyze the summaries graphically,” etc., jointly motivate future research on verification of deterministic solar forecasts.

Appendix D. Supplementary material

Supplementary data associated with this article can be found in the online version, at https://doi.org/10.1016/j.solener.2020.04.019.

References


